Abstract. An inverse eigenvalue problem usually entails two constraints, one conditioned upon the spectrum and the other on the structure. This paper investigates the problem where triple constraints of eigenvalues, singular values, and diagonal entries are imposed simultaneously. An approach combining an eclectic mix of skills from differential geometry, optimization theory, and analytic gradient flow is employed to prove the solvability of such a problem. The result generalizes the classical Mirsky, Sing-Thompson, and Weyl-Horn theorems concerning the respective majorization relationships between any two of the arrays of main diagonal entries, eigenvalues, and singular values. The existence theory fills a gap in the classical matrix theory. The problem might find applications in wireless communication and quantum information science. The technique employed can be implemented as a first-step numerical method for constructing the matrix. With slight modification, the approach might be used to explore similar types of inverse problems where the prescribed entries are at general locations.
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1. Introduction. The focus of this paper is on the existence of a solution to a new type of inverse eigenvalue problem (IEP) where triple constraints of eigenvalues, singular values, and diagonal entries must be satisfied simultaneously. Before we present our results and explore some possible applications of this particular type of IEP, it might be fitting to give a brief recount on the general scope of IEPs and why they are interesting, important, and challenging.

The basic goal of a general IEP is to reconstruct the parameters of a certain physical system from the knowledge or desire of its dynamical behavior. Since a dynamics often is characterized by the underlying natural frequencies and/or normal modes, a fundamental ingredient in forming an IEP is the spectral constraints. Since the model should further be subject to a certain inherent physical feasibility such as the nonnegativity of parameters, the specific triangulation of a finite element grid, or the preconceived inter-connection in a mass-spring system, it often becomes necessary to impose additional structural constraints on the construction. Depending on the application, the structural constraints appear in different forms and, thus, lead to different challenges in IEPs.

Inverse Sturm-Liouville Problem. The general concepts mentioned above for both continuous and discrete IEPs might be illustrated by considering the classical regular Sturm-Liouville problem:

\[- \frac{d}{dx} \left( p(x) \frac{du(x)}{dx} \right) + q(x)u(x) = \lambda u(x), \ a < x < b,\]

where \( p(x) \) and \( q(x) \) are piecewise continuous on \([a, b]\) and appropriate boundary conditions are imposed. As a direct problem, it is known that eigenvalues of the system (1.1) are real, simple, countable, and tend to infinity. As an inverse problem, the question is to determine the potential function \( q(x) \) from eigenvalues. This inverse problem, closely tied to the one-dimensional inverse scattering problem and served as a building block for scores of other important applications, has generated many interests in the field, notably the celebrated work by Gel'fand and Levitan [23]. Without repeating the details, we mention that the main idea is to employ a transformation operator to build a linear integral equation, now known as the Gel'fand-Levitan equation, which the kernel associated with the transformation operator must satisfy. Thus, the inverse problem is reduced to the solution to this linear integral equation. Once the kernel is solved from the equation, the potential can be obtained. In this way, the necessary and sufficient conditions for the solvability of the inverse problem are completely resolved. Simply put, the fundamental result that "two" data sequences of eigenvalues corresponding to two different boundary conditions are required to uniquely determine a potential. A quick introduction to this subject can be found in [6, Chapter 3]. A more thoroughgoing discussion was done in the translated book [37]. The more recent
monograph [21] uses the Sturm-Liouville operator as a model to describe the main ideas and methods for the general theory of inverse spectral problems and contains a chapter of specific applications.

On the other hand, discretization is probably the only apparatus we have in hand when tackling the Sturm-Liouville problems numerically [3, 49, 51, 63]. To demonstrate such an approach, consider the simple Sturm-Liouville operator when \( p(x) = 1 \), and \([a, b] = [0, 1]\). Suppose that the central difference scheme with mesh size \( h = \frac{1}{n+1} \) is applied. The differential equation (1.1) is reduced to the matrix eigenvalue problem

\[
\left( -\frac{1}{h^2} J_0 + X \right) u = \lambda u,
\]

where \( J_0 \) is the fixed tridiagonal matrix whose diagonal entries are all 2’s and the super- and the sub-diagonals are all -1’s, and \( X \) is the diagonal matrix representing the evaluation of the potential function \( q(x) \) at the grid points. The analogue to the inverse Sturm-Liouville problem is to determine a diagonal matrix \( X \) so that the matrix \(-\frac{1}{h^2} J_0 + X\) possesses a (finitely many) prescribed spectrum. See the thesis [27] on discrete Sturm-Liouville problems and the article [48] on the comparison between the continuous and discrete problems. Note how nature the structural constraint of the problem comes to place in (1.2) when discretizing (1.1) by the central difference scheme. A finite element discretization for partial differential equations such as the Helmholtz equation will result in other types of structured IEPs. In a different context, see also [17, 43] for correlation matrix structure, [36] for upper triangular structure, and [31] for the structure of prescribed entries at arbitrary locations.

**Matrix inverse eigenvalue problems.** Just like the IEPs for differential equations, the IEPs for matrices have been studied extensively with applications to system and control theory, geophysics, molecular spectroscopy, particle physics, structure analysis, numerical analysis, and many other disciplines. One common assumption in the application of inverse problems is that the underlying physical system is somehow representable in terms of matrices [35]. Studying IEPs for matrices is therefore equally important as for differential systems. Our book [14] identifies 21 major distinct characteristics in the IEP formulation, each with several variations, and describes many applications together with a list of over 430 references. The survey article [19] contains a more impressive list of 774 references on direct, semi-inverse and inverse eigenvalue problems for structures described by differential equations. The newly expanded seminal book [25] contains works and references in the engineering literature.

The singular values decomposition (SVD) and its inherent properties contain innate critical information of the data that a matrix represents. A wide range of applications such as image compression, dimension reduction, noise removal, and principal component analysis exploits features of the SVD [55]. A natural outgrowth of the inverse eigenvalue problems is the generalization to inverse singular value problems (ISVP) for model reconstruction [8, 42, 58, 60, 61]. The ISVP can be categorized as specially structured IEP [13].

**IEP with three constraints.** This paper considers a new type of IEP, demanding all three constraints, i.e., eigenvalues, singular values, and diagonals, be satisfied concurrently. To our knowledge, such an inverse problem has never been considered before and imposes immediate challenges to conventional methods. We propose an approach utilizing an eclectic mix of skills from analytic gradient dynamics and optimization theory to successfully tackle this new and challenging problem. Our primary goal is to establish the existence theory, but the proof itself can be employed as a numerical method as well. The technique, innovative in itself, might be useful for exploring other types of existence questions. For example, the prescribed entries in this paper are limited to the diagonal only. With little modification of the flow to be described below, we have experimented numerically the same technique with problems where the prescribed entries are given at locations other than the diagonal, which thus far has no known theory of existence yet. So as to stay focus on the technique, we shall not pursue this direction in this paper, but can furnish the empirical report upon request. Some related discussions on IEPs with prescribed eigenvalues and arbitrarily prescribed entries, can be found in [31, 41], but these problems do not involve prescribed singular values.

Although the results remain valid over the complex field, we limit our discussion to the real field for the ease of conveying the idea. With appropriate modifications, e.g., using unitary similarity transformations instead of orthogonal similarity transformations, our technique can be carried over to the general complex case. We shall leave the generalization to interested readers, but refer them to [10, Section 5] for a worked-out case on how such an extension can be accomplished.
2. Preliminaries. We point out immediately that not all prescribed sets of values are feasible as sets of singular values, eigenvalues, and diagonal entries simultaneously. There are limitations upon these constraints.

Let \( \mathbf{d} \in \mathbb{R}^n \) denote the vector whose entries are the desirable diagonal elements and are arranged in the order \( |d_1| \geq \ldots \geq |d_n| \), \( \mathbf{\sigma} \in \mathbb{R}^n \) the nonnegative vector of desirable singular values in the order \( \sigma_1 \geq \ldots \geq \sigma_n \geq 0 \), and \( \mathbf{\lambda} \in \mathbb{C}^n \) the complex vector of desirable eigenvalues that are closed under complex conjugation and are ordered as \( |\lambda_1| \geq \ldots \geq |\lambda_n| \).

2.1. Necessary conditions. Inherent to all matrices is a universal property that diagonal elements, eigenvalues, and singular values are necessarily related in peculiar way. Each relationship is characterized by a specific sequence of inequalities. Satisfying these inequalities is a prerequisite before we can proceed for construction.

So that the paper is self-contained, we state these relationships in this section — pairs of \( \mathbf{d}, \mathbf{\lambda}, \) and \( \mathbf{\sigma} \) must comply with the following classical results in matrix theory [44].

The inequality relationship between the singular values \( \mathbf{\sigma} \) and the eigenvalues \( \mathbf{\lambda} \) is usually referred to as that \( \mathbf{\lambda} \) is log majorized by \( \mathbf{\sigma} \) from above.

**Theorem 2.1.** (Weyl-Horn Theorem [29, 59]) There exists a real matrix \( A \in \mathbb{R}^{n \times n} \) with singular values \( \mathbf{\sigma} \) and eigenvalues \( \mathbf{\lambda} \) if and only if

\[
\prod_{i=1}^{k} |\lambda_i| \leq \prod_{i=1}^{k} \sigma_i, \quad k = 1, 2, \ldots, n-1,
\]  

and

\[
\prod_{i=1}^{n} |\lambda_i| = \prod_{i=1}^{n} \sigma_i.
\]  

The relationship between the singular values \( \mathbf{\sigma} \) and the main diagonal entries \( \mathbf{d} \) is a combination of weak majorization and an additional inequality.

**Theorem 2.2.** (Sing-Thompson Theorem [54, 56]) There exists a real matrix \( A \in \mathbb{R}^{n \times n} \) with singular values \( \mathbf{\sigma} \) and main diagonal entries \( \mathbf{d} \), possibly in different order, if and only if

\[
\sum_{i=1}^{k} |d_i| \leq \sum_{i=1}^{k} \sigma_i, \quad k = 1, 2, \ldots, n,
\]  

and

\[
\sum_{i=1}^{n-1} |d_i| - |d_n| \leq \sum_{i=1}^{n-1} \sigma_i - \sigma_n.
\]

With regard to the relationship between the diagonal entries \( \mathbf{d} \) and the eigenvalues \( \mathbf{\lambda} \), we have two separate results. The first result holds for general matrices and is in its most common form.

**Theorem 2.3.** (Mirsky Theorem [45]) There exists a real matrix \( A \in \mathbb{R}^{n \times n} \) with eigenvalues \( \mathbf{\lambda} \) and main diagonal entries \( \mathbf{d} \), possibly in different order, if and only if

\[
\sum_{i=1}^{n} \lambda_i = \sum_{i=1}^{n} d_i.
\]  

Obviously the condition (2.5) is too general to be useful as it is applicable to all matrices. When a matrix is structured, a more restrictive condition than (2.5) should hold. For Hermitian matrices, the following set of inequalities sometimes is referred to as a majorization of \( \mathbf{d} \) to \( \mathbf{\lambda} \) from above.
THEOREM 2.4. (Schur-Horn Theorem [5]) Suppose that entries of \( \lambda \in \mathbb{R}^n \) are arranged in the order \( \lambda_1 \geq \ldots \geq \lambda_n \) and entries of \( d \in \mathbb{R}^n \) in the order \( d_1 \geq \ldots \geq d_n \). There exists a Hermitian matrix \( H \) with eigenvalues \( \lambda \) and diagonal entries \( d \), possibly in different order, if and only if

\[
\sum_{i=1}^{k} \lambda_{n-i+1} \leq \sum_{i=1}^{k} d_{n-i+1}, \quad k = 1, 2, \ldots, n-1, \tag{2.6}
\]

and

\[
\sum_{i=1}^{n} \lambda_{n-i+1} = \sum_{i=1}^{n} d_{n-i+1}. \tag{2.7}
\]

It is intriguing that merely being a matrix, the structure alone induces these intrinsic inequalities, which we collectively refer to as majorization properties. For quick reference, we represent the mutual relationships by the three sides, denoted as \( \alpha \), \( \beta \), and \( \gamma \), respectively, of the triangle depicted in Figure 2.1.

2.2. Sufficient conditions. What makes the above results significant is that the conditions specified in each of the four theorems are both necessary and sufficient. Given a set of data satisfying any one side of the triangle, a matrix satisfying the prescribed characteristics does exist. A constructive proof of such a sufficient condition, an IEP, often can be converted into a numerical method, which has been extensively studied in the literature [7, 15, 11, 12, 18, 36, 62].

One common feature associated with these inverse problems is that the solution is not unique. An algorithm therefore may fail to single out a specific matrix. For instance, starting with a given matrix \( A \in \mathbb{R}^{n \times n} \), we can calculate its eigenvalues \( \lambda \) and singular values \( \sigma \) which necessarily satisfy the inequalities (2.1) and (2.2). Applying the divide-and-conquer algorithm proposed in [12] to the set of data \( \lambda \) and \( \sigma \), we can construct a matrix \( B \) which has the very same eigenvalues \( \lambda \) and singular values \( \sigma \). However, it is mostly the case that the newly constructed matrix \( B \) is entirely different from the original matrix \( A \). Such discretion can easily be explained — There are more degrees of freedom in the matrix to be constructed than the prescribed data can characterize. Generally speaking, the inverse problem has multiple solutions and more conditions can be imposed.

Referring to Figure 2.1, we are curious to ask whether a matrix can satisfy any two sides of the triangle simultaneously. Clearly, satisfying any two of the three majorization conditions will automatically satisfy the third condition. Thus, this problem is equivalent to whether a matrix can be constructed to satisfy prescribed diagonal entries, eigenvalues, and singular values concurrently. Because such a matrix will satisfy the three sets of inequalities in Theorems 2.2, 2.1, and 2.3 all together, we shall refer to this structure as the Mirsky-Weyl-Horn-Sing-Thompson (MWHST) condition.

Note that we do not include the Schur-Horn condition which is for Hermitian matrices. In the event that symmetry is part of the desirable structure, singular values are the absolute values of eigenvalues and are automatically fixed. In this case, it suffices to consider the inverse problem of satisfying the Schur-Horn condition.
alone, which is already solved in [7, 15, 62]. The MWHST condition constitutes a new and harder problem because the matrix under construction has no symmetric structure.

3. Possible applications. The notion of majorization arises in a wide range of applications including statistics [2, 44], information theory [30, 33], system identification [4], wireless communication [34], quantum computing [47], and quantum mechanics [46, 53], to mention just a few. To review the complex theory in any of the applications is obviously beyond our capacity. At the risk of oversimplifying, we find that it often is the case that a certain majorization relationship is used as a criterion for determining the condition of a certain physical state in nature. We mention the criteria for checking the distillability of a bipartite quantum state [28] and the transformability between two pure entangled states [30] as two such instances. If the majorization relationship is also sufficient, then a solution to the corresponding inverse problem amounts to constructing the state under the desirable condition.

As to our specific inverse problem subject to the MWHST condition, we briefly outline two possible applications. There are far more details beyond the scope of this paper, so we only sketch the ideas.

Optimal signature matrix construction. One of the two major wireless communication standards in the industry is the code-division multiple access (CDMA) technology [52]. In the simplest setting, the base station receives a superposed signal

\[ s(t) = \sum_{k=1}^{N} b_k(t) \sqrt{\omega_k(t)} s_k(t) + \nu(t) \]

at time \( t \) from \( N \) users, where the unit vector \( s_k \) stands for the \( k \)th user’s unique signature vector, \( \omega_k \) is the received power level, \( \nu \) is the additive noise, and the message is encoded in the complex number \( b_k \). The task for the base station is to extract all \( b_k \)’s from \( s \). In practice, \( s(t) \) is transmitted at fixed time intervals, so \( s(t) \) is sampled as a time series, also known as a bitstream. So does the message \( b_k(t) \) sent by the \( k \)th user. It can be shown that the chip-sampled, matched-filter outputs provide sufficient statistics for deciphering the signal. For the system to effectively extract the messages for each individual user, the signature vectors should be well separated from each other. This leads to the problem of constructing optimal weighted signature matrix

\[ X(t) = [\omega_1(t)s_1(t), \ldots, \omega_1(t)s_N(t)] \]

under white noise, where the optimization (of separation) is gauged against different structural constraints. In the context of CDMA, for example, the ideal case without constraint is that \( X \) is row-orthogonal with specified column norms which are the singular values of \( X(t) \). Under constraints, constructing the minimally correlated vectors can be formulated as an inverse singular value problem [16, 57]. Note that \( X(t) \) evolves dynamically in \( t \). As time moves on, we may need to address the stability of \( X(t) \). This can be done by embedding \( X(t) \) in a square matrix, say, by padding with zeros, and control the growth of resulting eigenvalues. In this way, we are solving an inverse problem with prescribed singular values, eigenvalues, and prescribed entries at specified locations. We have complete theory when the specified entries are at the diagonal, but the gradient flow approach developed in this paper for prescribed diagonal entries is readily generalizable to prescribed values at arbitrary locations. Thus far, no known theory exists for the general problem, but we have conducted considerable numerical experiments. Our software package for the general problem is available upon request.

Observable preserving nearest separable system approximation. One of the most fundamental challenges in quantum information science is the entanglement of subsystems. The simplest setting to see the entanglement is the bipartite system which corresponds to tensor product of two matrices. We use real-valued general matrices in this note to simply convey the idea. The basic question is whether a given matrix \( A \in \mathbb{R}^{mn \times mn} \) can be written in the form

\[ A = \sum_{i=1}^{k} X_i \otimes Y_i, \]

where \( X_i \in \mathbb{R}^{m \times m}, Y_i \in \mathbb{R}^{n \times n} \), and \( \otimes \) stands for the Kronecker product. If yes, we say that \( A \) is separable; otherwise, it is tangled [30]. This problem is closely related to so called tensor decomposition, if \( A \) is regarded
are mutually exclusive situations to be considered and additional conditions must be imposed to guarantee the optimization that generically there does exist a matrix satisfying the MWHST condition. The proof starts with what other conditions must be satisfied for the existence. For the case of $k = 1$. Then it is known that eigenvalues of $A$ are $\lambda_i \mu_j$, if $\{\lambda_i\}$ and $\{\mu_j\}$ are the spectra of $X_1$ and $Y_1$, respectively. Likewise, singular values and diagonal entries of $A$ can be expressed algebraically in terms of those of $X_1$ and $Y_1$, respectively. We thus want the subsystems to satisfy these algebraic relationships between eigenvalues, singular values, and diagonal entries. Untangling these scalars (observables) of $A$ subject to the MWHST condition is equivalent to an inequality constrained optimization problem. The task is not trivial, but certainly is easier than untangling $A$ itself while preserving the approximate observables. Once the approximated separation of the observables is achieved, we expect the subsystems $X_1$ and $Y_1$ to respect this essential information in a matrix. That is, as feasible candidates, $X_1$ and $Y_1$ should have prescribed eigenvalues, singular values, and diagonal entries. For $k > 1$, the separation of the observables for sum of matrices must satisfy additional inequality conditions [22, 38] which we will not elaborate here. After the approximate observables are obtained, we assign them to each $X_i$ and $Y_i$ and solve the corresponding inverse problems, respectively.

4. Our contributions. In regard to our particular inverse problem subject to the MWHST condition, our first motivation is by mathematical curiosity. It is of interest to ask whether the three sets of conditions (2.1) to (2.5) can ever be coordinated together as one sufficient condition for the existence of a common matrix with diagonal elements $d$, eigenvalues $\lambda$, and singular values $\sigma$. How to construct such a matrix, if it exists, is another interesting question. This paper addresses these two questions.

Our contributions are twofold. First, our main theoretical result is summarized as follows. Second, the technique we employ along the way to prove this result is a gradient dynamical system which can be implemented as a numerical method. Although we have not studied its efficiency in this paper, the flow approach might be the first tool of its kind in the literature to tackle this three-constraint inverse problem.

**THEOREM 4.1.** Given three sets of data, $d = [d_i] \in \mathbb{R}^n$, $\sigma = [\sigma_i] \in \mathbb{R}^n$, and $\lambda = [\lambda_i] \in \mathbb{C}^n$, suppose that the entries can be arranged in the order $|d_1| \geq \ldots \geq |d_n|$, $\sigma_1 \geq \ldots \geq \sigma_n \geq 0$, $|\lambda_1| \geq \ldots \geq |\lambda_n|$, and closed under complex conjugation. Suppose that $n \geq 3$. Then the MWHST condition is sufficient for the existence of a real-value matrix with $d$ as its diagonal, possibly in a different order, $\sigma$ as its singular values, and $\lambda$ as its eigenvalues.

The seemingly trivial problem for the case of $n = 2$ is very different from the general case. We analyze in Section 5 that the MWHST condition itself is not enough to guarantee the existence of a $2 \times 2$ matrix. We specify what other conditions must be satisfied for the existence. For the case $n \geq 3$, we argue in Section 6 by means of optimization that generically there does exist a matrix satisfying the MWHST condition. The proof starts with the assumption that the inverse problem associated with the Weyl-Horn theorem is already solved and follows a gradient flow to its equilibrium point which is a solution. Global convergence is guaranteed and, hence, the above theorem is proved.

5. The case of $2 \times 2$ is special. In searching for a matrix satisfying the MWHST condition, we first consider the $2 \times 2$ case. As will be seen below, this seemingly simple problem is actually quite complicated. There are mutually exclusive situations to be considered and additional conditions must be imposed to guarantee the existence. It might be even more astounding that such a difficulty does not occur when dealing with higher dimensional cases, which will be shown in the next section.

To fix the idea, let

$$A = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$$

denote the $2 \times 2$ real matrix to be constructed. The Frobenius norm of $A$ necessarily implies the equality

$$a^2 + b^2 + c^2 + d^2 = \sigma_1^2 + \sigma_2^2.$$
Assuming that the main diagonal entries are already fixed, our goal is to determine the off-diagonal entries $b$ and $c$ to meet the prescribed eigenvalues and singular values, which translates to the system

\[
\begin{align*}
bc &= ad - \lambda_1 \lambda_2, \\
b^2 + c^2 &= \sigma_1^2 + \sigma_2^2 - a^2 - d^2.
\end{align*}
\]  

(5.1)

The existence of a $2 \times 2$ matrix $A$ satisfying the MWHST condition therefore boils down to finding the intersection of a hyperbola and a circle as is indicated in Figure 5.1. Obviously, the system (5.1) is solvable for the off-diagonal entries $b$ and $c$ only if the vertex of the hyperbola lies within the disk, that is, when

\[
2|ad - \lambda_1 \lambda_2| \leq \sigma_1^2 + \sigma_2^2 - a^2 - d^2.
\]  

(5.2)

In this case, there are generically four solutions per given $d$, $\lambda$, and $\sigma$.

On the other hand, the MWHST condition requires that the following three sets of inequalities be held simultaneously:

\[
\begin{align*}
\lambda_1 + \lambda_2 &= a + d; \quad &\text{(Mirsky)} \\
|\lambda_1| &\geq |\lambda_2|, \\
\sigma_1 &\geq \sigma_2, \\
|\lambda_1| &\leq \sigma_1, \\
|\lambda_1||\lambda_2| &= \sigma_1 \sigma_2; \quad &\text{(Weyl – Horn)} \\
|a| &\geq |d|, \\
|a| + |d| &\leq \sigma_1 + \sigma_2, \quad &\text{(Sing – Thompson)} \\
|a| - |d| &\leq \sigma_1 - \sigma_2.
\end{align*}
\]  

(5.4)

We now examine how these inequalities play out to ensure (5.2), which guarantees a solution.

Given singular values $\sigma$ and eigenvalues $\lambda$, summarized in Figure 5.2 are various regions of $(a, d) \in \mathbb{R}^2$ over which the inequality (5.2) holds. Since a significant amount of information is contained in the drawing, we briefly explain its interpretation in the following theorem. The analysis is tedious but straightforward.

**Theorem 5.1.** Given three sets of data $d$, $\lambda$, and $\sigma$ satisfying the MWHST condition, then a $2 \times 2$ matrix $A$ exists with prescribed diagonal entries $d$, eigenvalues $\lambda$, and singular values $\sigma$ if and only if the following (additional) conditions on $d$ hold.

1. Given $\sigma$, the shape of “kissing fish” in Figure 5.2 represents the feasible region of the diagonal $(a, d)$ in order to satisfy the Sing-Thompson condition (5.5) alone. (See [11] for details.)
2. The Weyl-Horn condition (5.4) defines two mutually exclusive cases — either \( \lambda_1 \lambda_2 = \sigma_1 \sigma_2 \) or \( \lambda_1 \lambda_2 = -\sigma_1 \sigma_2 \).

3. When eigenvalues \( \lambda_1 \) and \( \lambda_2 \) are either complex conjugate or real valued with the same sign, then
   (a) The only feasible diagonal entries must be further restricted to the union of the red, cyan, and green regions in Figure 5.2.
   (b) When \( \sigma_1 \geq \sigma_2 \), the \((a, d)\) must come from the red region.

4. When eigenvalues \( \lambda_1 \) and \( \lambda_2 \) are of opposite sign,
   (a) The only feasible diagonal entries must be further restricted to the union of the blue, purple, and green regions in Figure 5.2.
   (b) When \( \sigma_1 \leq -\sigma_2 \), the \((a, d)\) must come from the blue region.

5. The green region is when both \(|a + d| \leq \sigma_1 - \sigma_2\) and \(|a - d| \leq \sigma_1 - \sigma_2\).

The above elaboration on the \(2 \times 2\) case is illuminating. It manifests that satisfying the MWHST condition along by the prescribed diagonal entries, eigenvalues, and singular values is not sufficient to guarantee the existence of a \(2 \times 2\) matrix. Indeed, depending on other factors such as the sign of \( \lambda_1 \lambda_2 = \pm \sigma_1 \sigma_2 \), the location of the diagonal entries \((a, d)\) also comes to play in the solvability of the inverse problem for the \(2 \times 2\) case. Such a simple fact is of interest in its own right. For instance, the following corollary is a special case of Theorem 5.1.

**Corollary 5.2.** Suppose that the MWHST condition holds for three given sets of data \(d\), \(\lambda\), and \(\sigma\). If, in addition, \(|a + d| \leq \sigma_1 - \sigma_2\) and \(|a - d| \leq \sigma_1 - \sigma_2\), then there exists a \(2 \times 2\) real matrix with diagonal entries \(d\), eigenvalues \(\lambda\), and singular values \(\sigma\).

The understanding of the \(2 \times 2\) case seems to suggest that the pursuit for a matrix satisfying all inequalities simultaneously in the MWHST condition should have come to an end. It is not so. The \(2 \times 2\) case discussed above is only an exception. In the next section, we argue that the inverse problem of constructing a real-valued matrix satisfying the MWHST condition is generically solvable when \(n \geq 3\).

6. **Existence in general case.** A rough count of the dimensionality might give clue to the solvability, though in reality the MWHST condition consists of inequalities which make the dimensionality analysis not so straightforward. In the case \(n = 2\), the task was to determine the two off-diagonal entries \(b\) and \(c\) so as to result in having two prescribed eigenvalues and two prescribed singular values. At first glance, this might seem to be an over-determined system. However, the Mirsky condition (5.3) and the last equality in the Weyl-Horn condition (5.4) imply that actually there are only one eigenvalue condition and one singular value condition to be satisfied. Thus, the reconstruction problem amounts to solving two equations in two unknowns, such as that of (5.1). In order to ensure that this nonlinear problem has a solution (indeed, four solutions generically, if it is ever solvable), we have concluded in the preceding section that some additional constraints are required. For the case \(n \geq 3\), it is difficult to use a geometric argument directly. Instead, we prove the existence by an entirely different strategy.
6.1. Variational formulation. We begin with the assumption that an \( n \times n \) real-valued matrix \( A \) satisfying the Weyl-Horn condition is already in hand. The existence of such a matrix with prescribed singular values \( \sigma \) and eigenvalues \( \lambda \) is guaranteed in theory and is obtainable numerically.

Referring to the diagram in Figure 2.1, we assume that the \( \beta \) side (Weyl-Horn condition) of the triangular relationship is already satisfied by \( A \). If we can establish the \( \alpha \) side (Mirsky condition) in the diagram, then the \( \gamma \) side follows automatically. In other words, given the desired main diagonal elements \( d \) satisfying both the Mirsky condition and the Sing-Thompson condition, our goal now is to somehow transform the matrix \( A \) so that the resulting diagonal elements agree with elements of the prescribed \( d \). A critical question is what kinds of transformations are allowed.

Foremost, we want to preserve the spectrum of the given \( A \) so as not to upset the Weyl-Horn condition. So we have to employ similarity transformations. Likewise, to preserve the singular values we must perform orthogonal equivalence transformations. To keep both the eigenvalues and the singular values invariant, therefore, the only option is to apply orthogonal similarity transformations to the matrix \( A \).

Let \( O(n) \subset \mathbb{R}^{n \times n} \) denote the group of \( n \times n \) real orthogonal matrices. Also, let \( \text{diag}(M) \) denote the diagonal matrix whose main diagonal is the same as that of the matrix \( M \) and \( \text{diag}(\mathbf{v}) \) the diagonal matrix whose main diagonal entries are formed from the vector \( \mathbf{v} \). Using the same notation \( \text{diag} \) for both \( M \) and \( \mathbf{v} \) will prove convenient in the discussion. Any ambiguity can be clarified from the context. Our idea of driving the diagonal of \( Q^\top AQ \) to that of the specified vector \( d \) is to formulate the minimization problem

\[
\min_{Q \in O(n)} F(Q) := \frac{1}{2} \| \text{diag}(Q^\top AQ) - \text{diag}(d) \|_F^2, \tag{6.1}
\]

where \( \| \cdot \|_F \) stands for the Frobenius matrix norm. Since \( d \) is already specifically ordered as we have premised in Section 2.1, included in the formulation (6.1) is an implicit sorting that, if convergence ever occurs, the orthogonal matrix \( Q \) should align \( \text{diag}(Q^\top AQ) \) to conform to that ordering.

Since the matrix \( A \) is real, \( \text{diag}(Q^\top AQ) = \text{diag}(Q^\top A + A^\top / 2) \). Therefore,

\[
\text{diag}(Q^\top AQ) = \text{diag}(Q^\top A + A^\top / 2). \tag{6.2}
\]

Define the matrix

\[
S := \frac{A + A^\top}{2}. \tag{6.3}
\]

It is more convenient to work on the (symmetrized) optimization problem\(^1\)

\[
\min_{Q \in O(n)} F(Q) := \frac{1}{2} \| \text{diag}(Q^\top SQ) - \text{diag}(d) \|_F^2. \tag{6.4}
\]

The optimizer \( Q \) of problem (6.1) is the same as that of problem (6.4), and vice versa. Denote

\[
\eta(Q) := \text{diag}(Q^\top SQ) - \text{diag}(d). \tag{6.5}
\]

If we can find an orthogonal matrix \( Q \in O(n) \) such that \( \eta(Q) = 0 \), then the very same \( Q \) will make the main diagonal entries, the eigenvalues, and the singular values of the matrix \( Q^\top AQ \) satisfy the MWHST condition simultaneously. In the remainder of this paper, we focus on proving the following claim.

**Theorem 6.1.** Given three sets of data, \( d, \sigma, \) and \( \lambda \) satisfying the MWHST condition as in Theorem 4.1. Assume that \( A \) is a matrix with prescribed singular values \( \sigma \) and eigenvalues \( \lambda \) and that \( S \) defined in (6.3) is not identically zero. Then there exists an optimizer \( Q \in O(n) \) for the problem (6.4) such that \( F(Q) = 0 \).

\(^1\)Obviously, if \( A \) happens to be a skew-symmetric matrix, then \( S = 0 \) and \( F(Q) \) is a constant. In this case, we cannot do anything with (6.4). However, the skew-symmetry is just another kind of symmetry and is easier to exploit than the general non-symmetry. Indeed, if \( A \) is skew-symmetric, then the discussion in this paper can be equally applied to (6.1) with appropriate changes of sign due to the fact that \( A^\top = -A \). To save space, we shall not analyze this case in this article because it is merely a repetition of most of the arguments to be developed. We shall assume that generically the matrix \( A \) constructed to satisfy the Weyl-Horn condition is not skew-symmetric.
6.2. Projected gradient flow. We shall deal with the optimization problem (6.4) by applying the conventional optimization techniques to the matrices. Of significance is that we are able calculate the projected gradient and the projected Hessian analytically without resorting to the Lagrange multiplier theory [10].

Given two matrices \( M = [m_{ij}] \) and \( N = [n_{ij}] \) of the same size, denote their Frobenius inner product by

\[
\langle M, N \rangle := \sum_{i,j} m_{ij} n_{ij}.
\]

The Fréchet derivative \( F'(Q) \) of \( F \) at \( Q \) is a linear operator mapping \( \mathbb{R}^{n \times n} \) to \( \mathbb{R}^{n \times n} \). Specifically, its action on an arbitrary matrix \( H \in \mathbb{R}^{n \times n} \) is given by

\[
F'(Q)H = \langle \eta(Q), \eta'(Q)H \rangle = 2 \langle \eta(Q), \text{diag}(Q^\top SH) \rangle = 2 \langle \eta(Q), Q^\top SH \rangle = 2 \langle SQ\eta(Q), H \rangle. \tag{6.6}
\]

In (6.6), the second equality follows from the linearity of the operator \( \text{diag} \); the third equality results from the fact \( \eta(Q) \) is a diagonal matrix; and the fourth equality is due to the adjoint property. By the Riesz representation theorem, the gradient \( \nabla F \) at \( Q \) can be represented as

\[
\nabla F(Q) = 2SQ\eta(Q). \tag{6.7}
\]

Because of the constraint that \( Q \) must be in \( O(n) \), we next calculate the projected gradient \( g(Q) \) of \( \nabla F(Q) \) onto the tangent space \( T_QO(n) \) of \( O(n) \). Toward this end, we first recognize that the tangent space of \( O(n) \) at \( Q \) can be identified as the left translation of the subspace of skew-symmetric matrices, that is,

\[
T_QO(n) = \{ QK \mid K \text{ is skew-symmetric} \}. \tag{6.8}
\]

The projection operator onto the tangent space of \( O(n) \) can be obtained via the following formula [10].

**Lemma 6.2.** Let \( Q \in O(n) \) be a fixed orthogonal matrix. The projection of any given matrix \( X \in \mathbb{R}^{n \times n} \) onto the tangent space \( T_QO(n) \) is given by

\[
P_{T_QO(n)}(X) = \frac{1}{2} Q \left\{ Q^\top X - X^\top Q \right\}. \tag{6.9}
\]

In particular, the projected gradient \( g(Q) := P_{T_QO(n)}(\nabla F(Q)) \) of \( \nabla F(Q) \) onto \( O(n) \) is given explicitly by

\[
g(Q) = \frac{1}{2} Q \left( Q^\top \nabla F(Q) - \nabla F(Q)^\top \right) Q = Q \left[ Q^\top SQ, \eta(Q) \right], \tag{6.10}
\]

where, for convenience, we adopt the Lie bracket notation

\[
[M, N] = MN - NM.
\]

Define the dynamical system

\[
\dot{Q} = -g(Q) = Q \left[ \eta(Q), Q^\top SQ \right], \quad Q(0) = I. \tag{6.11}
\]

By construction, the solution flow \( Q(t) \) to the differential system (6.11) stays on the manifold \( O(n) \) and moves in the steepest descent direction for the objective function \( F(Q) \).

In the next three subsections, we argue to make three points.

1. The asymptotically stable equilibria of this projected gradient flow are geometrically isolated.
2. The projected Hessian at an equilibrium point is explicitly computable.
3. Any equilibrium point of the projected gradient provides the orthogonal matrix \( Q \) at which \( \eta(Q) = 0 \).

In this way, we establish the existence of a matrix satisfying the MWHST condition.
6.3. Geometric isolation of equilibrium points. Consider the gradient flow\(^2\)

\[
\dot{x} = -\nabla F(x)
\]  

(6.12)
of the objective function \(F(x)\). Let \(\mathcal{C}\) denote the set of stationary points

\[
\mathcal{C} := \{x \in \mathbb{R}^n | \nabla F(x) = 0\}.
\]  

(6.13)
We are interested in the limiting behavior of the flow \(x(t)\). In particular, let \(\omega(x(0))\) denote the set of accumulation points of the flow \(x(t)\) starting from \(x(0)\)

\[
\omega(x(0)) := \{x^* \in \mathbb{R}^n | x(t_v) \to x^* \text{ for some infinite sequence } t_v \to \infty\}.
\]  

(6.14)
We are interested in knowing the topology of \(\omega(x(0))\). It is well known that if \(x(t)\) is a bounded semi-orbit of (6.12) and if \(F\) is differentiable, then \(\omega(x(0))\) is a non-empty, compact, and connected subset of \(\mathcal{C}\). In general, it is possible that \(\omega(x(0))\) can form a periodic orbit [1]. The \(\omega\)-limit set of an analytic gradient flow, nonetheless, enjoys a special convergence property.

**Theorem 6.3.** (\([1, 50]\)) Suppose that \(F : U \to \mathbb{R}\) is real analytic in an open set \(U \subset \mathbb{R}^n\). Then for any bounded semi-orbit \(x(t)\) of (6.12), there exists a point \(x^* \in \omega(x(0))\) such that \(x(t) \to x^*\) as \(t \to \infty\).

What has happened is that the semi-orbit of any analytic gradient flow is necessarily of finite arc length. Equivalently, the set \(\omega(x(0))\) of any analytic gradient flow \(x(t)\) is necessarily a singleton. The reason of finite arc length for an analytic gradient flow is a consequence of the Łojasiewicz inequality.

**Theorem 6.4.** (Łojasiewicz Inequality \([9, 39, 40]\)) Suppose that \(F : U \to \mathbb{R}\) is real analytic in an open set \(U \subset \mathbb{R}^n\). Then for any point \(p \in U\), there exists a neighborhood \(W\) of \(p\), constants \(\theta \in [\frac{1}{2}, 1]\) and \(c > 0\) such that

\[
\|F(x) - F(p)\|^\theta \leq c\|\nabla F(x)\| \text{ for all } x \in W.
\]  

(6.15)
For a proof of Theorem 6.3 using this inequality, see [1, Theorem 2.2] and the notes [50]. In our case, note that vector field in (6.11) is a polynomial system which obviously is analytic in \(Q\). We thus have obtained the first property of the orbit \(Q(t)\).

**Corollary 6.5.** The projected gradient flow \(Q(t)\) defined by (6.11) converges to a single point.

6.4. Projected Hessian. The optimization problem (6.4) may have many stationary points. A stationary point in the set \(\mathcal{C}\) may be a local minimizer, a local maximizer, or a saddle point. To fully classify the local behavior of its stationary points, we need to rely on the second order optimality condition — the definiteness of the projected Hessian of \(F(Q)\) over the tangent space at the stationary point \([20, 24]\). For a general constrained optimization problem, computing the projected Hessian is theoretically desirable but practically difficult. For problem (6.4), nonetheless, we can compute the projected Hessian explicitly by the technique developed in our earlier work [10].

The procedure goes as follows. First, we formally extend the projected gradient \(g(Q)\) defined in (6.11) for \(Q \in \mathcal{O}(n)\) to the function \(G : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n}\) for general \(Z\) via the definition

\[
G(Z) := Z [Z^T SZ, \eta(Z)].
\]  

(6.16)
Note that \(G(Z)\) is only a mechanical generalization of \(g(Q)\). Second, we calculate action of the Fréchet derivative of \(G\) at \(Z \in \mathbb{R}^{n \times n}\) on an arbitrary \(H\) in \(\mathbb{R}^{n \times n}\) as

\[
G'(Z)H = H [Z^T SZ, \eta(Z)] + Z [H^T SZ + Z^T SH, \eta(Z)] + Z [Z^T SZ, \text{diag}(H^T SZ + Z^T SH)].
\]  

(6.17)

\(^2\)Without causing ambiguity, we use the same notation \(F\) for a general objective function which eventually refers to the potential function whose gradient is our projected gradient \(g(Q)\) in (6.11). An analytic expression of the potential function is obtainable, but not needed in our subsequent analysis.
Third, we restrict the action of (6.17) to the case where $Q \in O(n)$ is a stationary point and $H \in T_Q O(n)$, which gives out the information of the projected Hessian.

Specifically, we know that $Q$ is a stationary point of (6.4) if and only if $[Q^T SQ, \eta(Q)] = 0$ by (6.10). We know also that $H \in T_Q O(n)$ if and only if $H$ is of the form $H = QK$ for some skew-symmetric matrix $K \in \mathbb{R}^{n \times n}$. So, upon substitution and simplification, the projected Hessian $G'(Q)$ acting on $QK$ is given by

$$
\langle QK, G'(Q).QK \rangle = \langle QK, Q \left[ [Q^T SQ, K], \eta(Q) \right] + Q \left[ Q^T SQ, \text{diag} \left[ Q^T SQ, K \right] \right] \rangle \\
= \langle K, \left[ [Q^T SQ, K], \eta(Q) \right] + [Q^T SQ, \text{diag} \left[ Q^T SQ, K \right]] \rangle \\
= \langle \left[ Q^T SQ, K \right], [K, \eta(Q)] + \text{diag} \left[ Q^T SQ, K \right] \rangle.
$$

(6.18)

With the projected Hessian (6.18) in hand, the following theorem is simply the standard second-order optimality condition from classical optimization [20, 24] applied to our problem.

**Lemma 6.6.** Suppose that $Q \in O(n)$ is a stationary point for (6.4). Then a necessary condition for $Q$ to be a local minimizer is that

$$
\langle QK, G'(Q).QK \rangle \geq 0 \quad \text{for all skew-symmetric matrices } K.
$$

(6.19)

If the strict inequality in (6.19) holds at $Q$, then $Q$ is guaranteed to be a local minimizer.

**6.5. Asymptotically stable equilibrium.** We now apply the above theory to establish the existence of a matrix satisfying the MWHST condition. As explained earlier, we need to find an orthogonal matrix $Q$ such that $\eta(Q) = 0$. We argue by contradiction, namely, if $\eta(Q) \neq 0$ for a stationary point $Q$, then there is a direction along which the value of the objective function $F$ can be further reduced. As such, our gradient flow $Q(t)$ will bypass the stationary point and continue to descend until a local minimizer at which $\eta(Q) = 0$ is found.

We first make the following simple claim.

**Lemma 6.7.** Suppose that the three given sets of data $d$, $\lambda$, and $\sigma$ satisfy the MWHST condition. Suppose also that a matrix $A$ satisfying the Weyl-Horn condition is already found and is not skew-symmetric. Let $S$ be the symmetric matrix defined in (6.3). Then for any $Q \in O(n)$, $\eta(Q)$ cannot be a constant diagonal unless it is identically zero.

**Proof.** Suppose that $\eta(Q) = \text{diag}(Q^T SQ) - \text{diag}(d) = cI$ for some constant $c$. Summing over the diagonal entries, by the Mirsky condition, we have $\text{trace}(\eta(Q)) = \text{trace}(\text{diag}(Q^T AQ) - \sum_{i=1}^n d_i) = \sum_{i=1}^n \lambda_i - \sum_{i=1}^n d_i = 0 = nc$. It follows that $c = 0$. $\square$

For simplicity, we assume the generic situation that all eigenvalues of $S$ are distinct. The analysis for the case of equal eigenvalues is more involved, but the asymptotic behavior should be similar. By using the gradient flow, we now prove our major result on the solvability.

**Theorem 6.8.** Suppose that the symmetric matrix $S$ has distinct eigenvalues. Let $Q \in O(n)$ denote a stationary point for the problem (6.4). If $\eta(Q) \neq 0$, then there exists a skew-symmetric matrix $K$ such that $\langle QK, G'(Q)QK \rangle < 0$.

**Proof.** Suppose that $\eta(Q) \neq 0$. For the simplicity of describing the structure only, we may assume without loss of generality that $\eta(Q)$ is of the form

$$
\eta(Q) = \text{diag}\{\eta_1 I_{n_1}, \cdots, \eta_k I_{n_k}\},
$$

(6.20)

where $I_{n_i}$ is the $n_i \times n_i$ identity matrix for $i = 1, \cdots, k$, and $\eta_1 > \cdots > \eta_k$. It is important to note that $k > 1$ because, by Lemma 6.7, $\eta(Q)$ must have more than one diagonal block.

---

3Unless $Q(t)$ happens to stay on a heteroclinic orbit, which is numerically unlikely due to the ubiquitous floating-point arithmetic errors.

4In this case, we still have $[\Pi, V] = 0$ as in the proof of Theorem 6.8. If $\Pi$ has repeated entries, then $V$ is block diagonal, but still orthogonally similar to the diagonal matrix $\eta(Q)$. From this point on, the same idea in the proof carries through with a little bit manipulation of block forms. See our numerical example in Section 7.

5It is easier to describe the structure in block form. The proof is still valid without the block form, except that we need to take extra efforts to describe the rows and columns corresponding to the same $\eta_i$ for each $i = 1, \cdots, k$. 
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At such a stationary point \( Q \), write \( Y := Q^T S Q \) for abbreviation. By (6.10), we have the commutativity 
\[ [Y, \eta(Q)] = 0. \]
It follows that \( Y \) must be of block diagonal form
\[ Y = \text{diag}\{Y_{11}, \ldots, Y_{kk}\}, \]
where \( Y_{ii}, i = 1, \ldots, k, \) is an \( n_i \times n_i \) symmetric matrix.

Let the spectral decomposition of the symmetric matrix \( S \) be denoted by \( S = U^T \Pi U \). By rearranging the columns of orthonormal eigenvectors in \( U^T \) if necessary, we may write the diagonal matrix of eigenvalues as \( \Pi = \text{diag}\{\pi_1, \ldots, \pi_n\} \) with
\[ \pi_1 > \ldots > \pi_n. \]
Define the matrix
\[ V := (U Q) \eta(Q)(U Q)^T. \]
Then \([\Pi, V] = 0\).

On one hand, since the diagonal matrix \( \Pi \) has distinct diagonal entries, \( V \) must also be a diagonal matrix, implying that (6.23) is a spectra decomposition of \( \eta(Q) \) with columns of \( (U Q)^T \) as the eigenvectors of \( \eta(Q) \). Write \( V = \text{diag}\{v_1, \ldots, v_n\} \). Because \( \eta(Q) \) is itself a diagonal matrix, the set \( \{v_1, \ldots, v_n\} \) is composed of exactly the diagonal entries of \( \eta(Q) \).

On the other hand, because of the block structure specified in (6.20), the orthogonal matrix \((U Q)^T \) must also be block structured accordingly with sizes \( n_1, \ldots, n_k \), respectively. In each block the diagonal entries of \( \eta(Q) \) is constant. The similarity transformation by \( U Q \) within that block therefore has no effect to (6.23). It follows that \( V = \eta(Q) \). In particular, \( \{v_1, \ldots, v_n\} \) must be in the ordering as
\[ v_1 = \ldots = v_{n_1} > v_2 = \ldots = v_{n_2} > \ldots > v_k = \ldots = v_{n_k}. \]

Let \( K \in \mathbb{R}^{n \times n} \) denote an arbitrary skew-symmetric matrix. Clearly, \( \text{diag} \left[ Q^T S Q, K \right] = 0 \). With respect to this matrix \( K \) and at the stationary point \( Q \), the projected Hessian (6.18) becomes
\[
\langle Q K, G'(Q), Q K \rangle = \langle [Q^T S Q, K], [K, \eta(Q)] \rangle = -\left\langle V K - K V, \Pi K - \Pi \right\rangle = -2 \sum_{i<j} (\pi_i - \pi_j)(v_i - v_j)\hat{k}_{ij}^2,
\]
where \( \hat{k}_{ij} := (U Q) K (U Q)^T \) remains to be skew-symmetric since \( U Q \) is orthogonal. It is obvious from (6.22) and (6.24) that we may choose appropriate values of \( \hat{k}_{ij} \) such that \( \langle Q K, G'(Q), Q K \rangle < 0 \). □

**Corollary 6.9.** Under the assumption of Theorem 6.8, if \( Q \) is a stationary point with \( \eta(Q) \neq 0 \), then \( Q \) is not a local minimizer for the objective function \( F \) in (6.4).

Indeed, such a point is an unstable equilibrium for the gradient dynamics. There exists at least one tangent direction, i.e., a matrix \( Q K \) with a certain skew-symmetric matrix \( K \), along which \( F(Q) \) can be further decreased. Therefore, the flow must continue until an isolated limit point at which \( \eta(Q) = 0 \) is found. Based on this understanding, we conclude that the convergence of \( Q(t) \) to an asymptotically stable equilibrium point \( Q \) at which \( \eta(Q) = 0 \) is guaranteed.

**Corollary 6.10.** A local minimum for the objective function \( F \) in (6.4) is a global minimum.

When this limit point \( Q \) is achieved, we use this \( Q \) to form the corresponding matrix \( Q^T A Q \) which now maintain the prescribed diagonal entries, eigenvalues, and singular values. The existence of a matrix satisfying the MWHST condition is hereby established.
7. Numerical example. The proof used to derive the theoretical existence can actually be implemented as a numerical scheme, albeit it might require additional effort to tune its efficiency. [26, 32]. For the time being, our numerical example is meant only to demonstrate workability of the differential system (6.11), which is the basis of our existence proof. To demonstrate the robustness of the approach, we even challenge ourselves with a case where multiple eigenvalues, near eigenvalues, and high ill-conditioning are all presented.

For convenience, we choose to use the standard routine ode15s from MATLAB as our integrator. The local error tolerance is set at $\text{AbsTol} = \text{RelTol} = 10^{-10}$. Consider the $8 \times 8$ Rosser matrix $R$ with integer elements

\[
R = \begin{bmatrix}
611 & 196 & -192 & 407 & -8 & -52 & -49 & 29 \\
196 & 899 & 113 & -192 & -71 & 43 & -8 & -44 \\
-192 & 113 & 899 & 196 & 61 & 49 & 8 & 52 \\
407 & -192 & 196 & 611 & 8 & 44 & 59 & -23 \\
-8 & -71 & 61 & 8 & 411 & -599 & 411 & 208 \\
-52 & -43 & 49 & 44 & -599 & 411 & 208 & 208 \\
-49 & -8 & 8 & 59 & 208 & 208 & 99 & -911 \\
29 & -44 & 52 & -23 & 208 & 208 & -911 & 99
\end{bmatrix}.
\]

The matrix $R$ is known for its difficulty in that it has a double eigenvalue, three nearly equal eigenvalues, a zero eigenvalue, two dominant eigenvalues of opposite sign and a small nonzero eigenvalue. We use its diagonal entries $d$ and the computed eigenvalues and singular values

\[
\lambda = \begin{bmatrix}
-1.020049018429997e+03 \\
1.020049018429997e+03 \\
1.020000000000000e+03 \\
1.01990151359278e+03 \\
1.000000000000000e+03 \\
9.999999999999999e+02 \\
9.804864072152601e+02 \\
4.8511195069962e+13
\end{bmatrix}, \quad \sigma = \begin{bmatrix}
1.01990151359278e+03 \\
1.000000000000000e+03 \\
1.000000000000000e+03 \\
1.000000000000000e+03 \\
1.000000000000000e+03 \\
1.000000000000000e+03 \\
1.05460334266709e+14 \\
1.05460334266709e+14
\end{bmatrix}
\]

as the test data, so the MWHST condition is automatically satisfied. This example also serves to demonstrate the case that even though the matrix $S$ in Theorem 6.8 does have multiple eigenvalues, the gradient flow still works.

Using the recursive algorithm proposed in [12] for the above $\lambda$ and $\sigma$, we obtain first the following matrix $A$ needed in Section 6.1:

\[
A = \begin{bmatrix}
1.0200e+03 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1.0200e+03 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1.0200e+03 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1.0199e+03 & 0 & 0 & 1.4668e+09 & 0 \\
0 & 0 & 0 & 0 & 1.0000e+03 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1.0000e+03 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1.5257e-05 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1.4045e-07
\end{bmatrix},
\]

where for the convenience of running text we display all numbers in only 5 digits. Note that $A$ is not symmetric. Defining $S$ according to (6.3) and integrating our differential equation (6.11) numerically, we are able to find this matrix

\[
B = \begin{bmatrix}
-184.6972 & 899.0000 & 84.6701 & -18.4713 & 86.7552 & -70.4723 & -143.9197 & -161.0699 \\
93.4026 & 84.6701 & 899.0000 & -136.2380 & -152.2550 & 106.6705 & -2.4645 & 191.7900 \\
50.0103 & -86.7552 & -152.2550 & -282.3676 & 411.0000 & 592.8768 & 367.9171 & -228.3314 \\
-66.4451 & -70.4723 & 106.6705 & 196.8994 & 592.8768 & 411.0000 & -481.0590 & 348.2056 \\
\end{bmatrix}.
\]

It can be seen that the diagonal entries of $B$ are almost identical to those of $R$. Indeed, the total difference is within a 2-norm of $2 \times 10^{-9}$ in absolute error. Likewise, we can check that the eigenvalues and singular values of $B$ agree with $\lambda$ and $\sigma$ within the tolerance $10^{-9}$. However, note that the off-diagonal entries of $B$ are very different from those of the original $R$, indicating that the inverse problem has multiple solutions.

\[\text{6Strictly speaking, the MWHST condition is satisfied only up to the machine precision. See, for example, the smallest computed eigenvalue is not exactly zero.}\]
8. Conclusion. We studied the theoretical problem of whether a matrix with prescribed main diagonal entries, eigenvalues, and singular values exists when these data satisfy the equalities and inequalities entailed by the Mirsky, Weyl-Horn, and Sing-Thompson theorems simultaneously. We employ an argument involving an array of tools to establish the existence of such a matrix when \( n \geq 3 \). Extra conditions are needed for the case \( n = 2 \). The existence theory is new in the field. The dynamical system approach might be the first tool for constructing such a matrix.
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