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Abstract. We propose and analyze a pseudo-transient continuation algorithm for dynamics on subsets of R
N . Examples

include certain flows on manifolds and the dynamic formulation of bound-constrained optimization problems. The method
gets its global convergence properties from the dynamics and inherits its local convergence properties from any fast locally
convergent iteration.
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1. Introduction. In this paper we extend algorithms and convergence results [15, 20, 26, 38, 48], for
the method of pseudo-transient continuation (Ψtc ) to a class of constrained problems in which projections
onto the tangent space of the constraints are easy to compute. Such constraints arise in bound-constrained
optimization [46] and inverse eigenvalue and singular value problems [13,14]. The results in this paper may
also be applicable to more general problems on manifolds [1] if the relevant projections can be approximated
efficiently, and this will be the subject of future work.

Ψtc was originally designed as a method for finding steady-state solutions to time-dependent differential
equations. The idea is to mimic integration to steady-state while managing the “time step” to move the
iteration as rapidly as possible to Newton’s method. This is different from the standard approach in an
algorithm for initial value problems [4,27,70] where the time step is controlled with stability and accuracy in
mind. Ψtc also differs from traditional continuation methods in that the objective is to find a steady-state
solution, not, as is the case for pseudo-arclength continuation [21, 44, 67, 68], to track that solution as a
function of another parameter. Homotopy methods [68, 77] also introduce an artificial parameter to solve
nonlinear equations, but not in a way that is intended to capture dynamic properties, such as stability, of
the solution.

Ψtc can resolve both ordinary differential equation (ODE) [48] and differential algebraic equation (DAE)
[15, 26] dynamics, for both smooth and semismooth nonlinearities [26]. The method has been successfully
applied to problems in computational fluid dynamics [16, 49, 62, 64, 65, 76], combustion [50, 74], plasma
dynamics [51], radiation transport [72], and hydrology [23].

In the remainder of this section, we will review Ψtc for nonlinear equations and state a convergence
result from [26] as an example of the theory. We will show how that result can be applied to unconstrained
optimization in a way different from the trust-region approach in [38]. Our results for the constrained case,
as we will show, also apply if the time step is managed as it was in [38].

In § 2 we will describe an algorithm for constrained Ψtc and prove a convergence theorem which not
only allows for constraints, but has a weaker stability assumption than was used in [26, 48], and includes
more general assumptions on the iteration itself. We close section § 2 with some remarks on applications of
the theory. In § 3, we will show how the new form of Ψtc can be applied to bound-constrained optimization
in a way that maintains superlinear convergence in the terminal phase of the iteration.

In § 4 we apply the methods to two example problems.
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1.1. Ψtc for Nonlinear Equations. The formulation for ODE dynamics is the easiest to understand
and is sufficient for this paper. Suppose F : RN → RN is Lipschitz continuously differentiable and

u∗ = lim
t→∞

u(t),(1.1)

where u is the solution of the initial value problem

du

dt
= −F (u), u(0) = u0.(1.2)

We will refer to (1.1) as a stability condition in what follows, and it is a property of both F and the initial
point u0. The objective of the algorithms we discuss in this paper is to find u∗.

One might try to find u∗ by solving

F (u) = 0(1.3)

with a globalized version of Newton’s method [45, 47]. The danger is that one may find a solution other
than u∗, and even a solution that is dynamically unstable. One could also use an ODE code to accurately
integrate the initial value problem (1.2) to steady state. The problem with this latter approach is that one
is accurately computing transient behavior of u that is not necessarily needed to compute u∗.

The most common form of Ψtc is the iteration

u+ = uc − (δ−1
c I + F ′(uc))

−1F (uc),(1.4)

where, as is standard, uc is the current iteration, δc the current time step, and u+ the new iteration. The
“time step” δ is managed in a way that captures important transients early in the iteration, but grows
near u∗ so that (1.4) becomes Newton’s method. One common way to control δ is “Switched Evolution
Relaxation” (SER) [62]. In SER the new time step is

δ+ = min(δc‖F (uc)‖/‖F (u+)‖, δmax) = min(δ0‖F (u0)‖/‖F (u+)‖, δmax).(1.5)

Using δmax = ∞ is common. We will refer to update formula (1.5) as SER-A, to distinguish it from (1.6).
Our general convergence theory applies only to SER-A, but there are other approaches, and we will

discuss two. A variation of SER, which we call SER-B, was proposed in [43]. The formula for the time step
is

δ+ = max(δc/‖u+ − uc‖, δmax).(1.6)

In § 2.1.1, we show how SER-B can be modified so that the convergence theory applies in the case of certain
gradient flows.

The temporal truncation error approach (TTE) [50] estimates the local truncation error of (u)i(tn) by

τ ≡ δ2
n(u)′′i (tn)

2
,

approximates (u)′′i by

2

δn−1 + δn−2

[

((u)i)n − ((u)i)n−1

δn−1
− ((u)i)n−1 − ((u)i)n−2

δn−2

]

,(1.7)

and computes δn by setting τ = 3/4. In § 4 we will compare the three methods for time step management.
The good performance of SER-B and TTE raises interesting research questions.

One way to see how Ψtc and temporal integration are related is to derive Ψtc from the implicit Euler
method. The formula for an implicit Euler step is

un+1 = un − δnF (un+1),(1.8)
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where un is the approximation to u at tn and δn = tn+1 − tn is the nth time step. (1.8) is a nonlinear
equation for un+1, and software for (1.2) will use a Newton-like method to solve (1.8) to a tolerance fine
enough for both stability and accuracy constraints to hold. If we express (1.8) as

G(u) = u − un + δnF (u) = 0,(1.9)

then an ODE code would solve (1.9) to high precision and accept the output of the nonlinear solver as un+1.
If, on the other hand, we take a single Newton iteration for (1.9), with un as the initial iterate, we get

u+ = un − G′(un)−1G(un).(1.10)

Since

G(un) = δnF (un) and G′(un) = I + δnF ′(un)

we get

u+ = un − (I + δnF ′(un))−1δnF (un) = un − (δ−1
n I + F ′(un))−1F (un),(1.11)

which is (1.4). Formula (1.4) is one of the Rosenbrock methods [27].
The convergence results in [15, 48] require that F be Lipschitz continuously differentiable, while those

in [26] require semismoothness [61, 66]. In either case, one assumes that F is smooth enough for some form
of Newton’s method to have good local convergence properties.

We will state a special case of the result from [26] for smooth F to illustrate the ideas. We will use an
inexact [17,45,47] formulation of Ψtc , where

u+ = uc + s,(1.12)

and the step s satisfies the inexact Newton condition

‖(δ−1
c I + F ′(uc))s + F (uc)‖ ≤ ηc‖F (uc)‖.(1.13)

A common way to realize (1.13) is to use an iterative method to solve the equation

(δ−1
c I + F ′(uc))s = −F (uc)

for the Ψtc step, and terminate the linear iteration when the relative residual is small.
The assumptions from [26] were
Assumption 1.1.

1. F is Lipschitz continuously differentiable.
2. F ′(u∗) is nonsingular.
3. Equation (1.1) holds.
4. There are ǫH , β > 0 such that I + δF ′(u) is nonsingular and

‖(I + δF ′(u))−1‖ ≤ (1 + βδ)−1(1.14)

for all δ ≥ 0 and

u ∈ S(ǫH) = {z | inf
t≥0

‖z − u(t)‖ ≤ ǫH}.(1.15)

In the statement of Theorem 1.1, which is a special case of the main theorem in [26], we use the standard
notation

e = u − u∗.

Theorem 1.1. Let Assumption 1.1 hold. Assume that the sequence {δn} is updated with SER (1.5).
Then if δ0 and the elements of the sequence {ηn} are sufficiently small, the Ψtc sequence

un+1 = un − (δ−1
n I + F ′(un))−1F (un)(1.16)
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converges to u∗. Moreover there is K > 0 such that

‖en+1‖ ≤ K‖en‖(ηn + δ−1
n + ‖en‖).(1.17)

Part 4 of Assumption 1.1 says that F ′(u) has no unstable eigenvalues near the trajectory u(t). That is
too strong for our purposes. We will significantly weaken Part 4 of Assumption 1.1 in § 2.

1.2. Ψtc for Optimization. In the simple case of unconstrained optimization,

min
u∈RN

f(u),(1.18)

one could consider applying Ψtc to the gradient flow equations

u′ = −∇f(u), u(0) = u0,(1.19)

where u′ = du/dt.
Assuming that f is smooth, then f decreases along the trajectory defined by (1.19), so numerical

integration of (1.19) with sufficiently small time steps could be expected to drive ∇f to zero, which is what one
expects, at least theoretically, of globally convergent gradient-based optimization methods [19,25,29,46,63].
This idea has been explored before, for example in [31,32,42,53,69,75], with integration done by a variety of
methods. One might expect that a variant of Ψtc would be more efficient than integrating (1.19) accurately
with a stiff integrator, and that has been demonstrated in [59] for unconstrained problems.

Another approach to unconstrained optimization with Ψtc is the trust-region variant from [38], with
the “time” variable playing the role of a Levenberg-Marquardt [19, 46, 52, 60] parameter. The assumption
that (1.1) holds is not needed in the results of [38], instead one must adjust δ to reflect the quality of the
quadratic model. The price paid for this weaker assumption is that one can only show that ∇f(un) → 0
unless a limit point satisfies the second order sufficiency conditions, which means (1.14) holds and one then
obtains superlinear convergence.

Ψtc has also recently been used successfully for problems in optimal control [28, 34–37], and the results
for DAE dynamics from [15,26] apply to that work.

In the unconstrained case, where one wishes to find a local minimizer of a smooth f : RN → R, one
could integrate (1.19). If u(t) is a solution of (1.19), then

df(u(t))/dt = ∇f(u(t))T u′(t) = −‖∇f(u(t))‖2 ≤ 0

and the inequality is strict unless ∇f(u(t)) = 0 for some finite t. While this does not imply that limt→∞ u(t)
will exist, it does imply that any limit point of the set

U = {u(t) | t ≥ 0}

will satisfy the first order necessary conditions. If, in fact, a limit point u∗ satisfies the second order sufficient
conditions, then (1.1) will hold, and (1.14) will hold if u is sufficiently near u∗. Equation (1.1) can hold
under weaker assumptions. For example it is easy to show [33,53] that if there are only finitely many critical
points and f has bounded level sets, then (1.1) holds for all choices of u0, and the only stable equilibria are
local minimizers.

If there are infinitely many critical points, the situation is more subtle. One result in this direction is
that if U is bounded and f is real analytic, then (1.1) holds [11, 55, 56, 58, 73] for all u0. More generally if
the Lojasiewicz inequality holds at all critical points then (1.1) holds. The Lojasiewicz inequality [55] holds
at a critical point u∗ if there is a neighborhood U of u∗ and a constant c such that

‖∇f(u)‖ ≥ c|f(u) − f(u∗)|(1.20)

for all u ∈ U . Extensions to certain nonsmooth functions have also been made [8,57]. One can also construct
counterexamples of non-analytic C∞ functions f for which (1.1) does not hold for certain values of u0 [2,3].
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The Ψtc iteration for (1.19) is at first look the same as that for equations, with F replaced by ∇f .

u+ = uc − (δ−1
c I + Hc)

−1∇f(uc),(1.21)

where Hc is a model Hessian; [38] uses the exact Hessian ∇2f(u). The theory in [48] also requires positivity
of the Hessian, whereas the new results in § 2 only require that the Hessian be positive definite near the
solution. In particular, one could use Hc = ∇2f(uc) even if it has negative eigenvalues, and there is no need
to make δ small enough to force positivity of δ−1

c I + Hc, provided Hc is positive definite near the solution.
The theory gives little guidance into the choice of δ0. In the case of optimization problems, one way to

remedy a time step which is too large consistently with the theory is to reduce δ when the new point would
increase f . As long as the number of such decreases is finite, the proofs of the results in [26] and this paper
would continue to hold. Another such approach is the trust region method in [38], where δ is reduced if the
reduction in the quadratic model of f is a poor predictor of the reduction in f itself. We discuss this issue
in § 2.1.1.

2. Constrained Ψtc . Let F be Lipschitz continuous and assume that

u(t) ∈ Ω for all t ≥ 0,(2.1)

where Ω ⊂ RN . Examples of such constrained dynamics are flows where F is the projected gradient onto
the tangent space of Ω at u, and our two examples are such flows. One should not expect a general purpose
integrator to keep the solutions in Ω, and we use a projection to correct after each step to keep the iterations
in Ω.

Let P be a Lipschitz continuous projection onto Ω. Our assumptions on P are
Assumption 2.1.

1. P(u) = u for all u ∈ Ω.
2. There are MP , ǫP such that for all u ∈ Ω and v such that ‖v − u‖ ≤ ǫP

‖P(v) − u‖ ≤ ‖v − u‖ + MP‖v − u‖2.(2.2)

Assumption 2.1 is trivially true if Ω is convex and P is the projection onto Ω, for then P is Lipschitz
continuous with Lipschitz constant 1, so MP = 0. If Ω is a smooth manifold of the form

Ω = {u | F(u) = 0}

where F : RN → RM with M < N , and P is smooth, then ‖P ′(u)‖ = 1, which will imply (2.2).
We will consider a Ψtc iteration of the form

u+ = P
[

uc − (δ−1
c I + H(uc))

−1F (uc)
]

,(2.3)

where H is an N×N matrix-valued function of u. We will assume that H is a sufficiently good approximation
to F ′ (or, in the semismooth case, sufficiently close to ∂F ) to make the iteration locally convergent. The
theory we will develop applies equally well to the inexact formulation

u+ = uc + s,(2.4)

where

‖(δ−1
c I + H(uc))s + F (uc)‖ ≤ ηc‖F (uc)‖.(2.5)

Assumption 2.2, which replaces Part 4 in Assumption 1.1, weakens Assumption 1.1 in several respects.
One new feature is the local nonlinear iteration, which is general enough to allow for quasi-Newton or
Gauss-Newton methods. Note that the convergence rate for the local iteration is expressed in terms of the
unprojected method

uN
+ = uc − H(uc)

−1F (uc)
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rather than the projected method

uN
+ = P(uc − H(uc)

−1F (uc)).

The reasons for this are that in many cases, bound-constrained optimization being one, the projected iteration
is analyzed in terms of the unprojected one and the statement of the theorem and its proof are much simpler.
The assumption on the unprojected iteration can be verified in the examples we consider in § 4.

Assumption 2.2.

1. There are MH , ǫH > 0 such that

‖H(u)‖ ≤ MH for all u ∈ S(ǫH).(2.6)

For all ǫ > 0 there is ǭ > 0 such that if u ∈ S(ǫH) and ‖u − u∗‖ > ǫ then

‖F (u)‖ > ǭ.(2.7)

2. There is ǫL so that if ‖uc − u∗‖ ≤ ǫL, then H(uc) is nonsingular,

‖(I + δH(uc))
−1‖ ≤ (1 + βδ)−1, for some β > 0 and all δ ≥ 0,(2.8)

and the Newton iteration

uN
+ = uc − H(uc)

−1F (uc)(2.9)

reduces the error by a (small) factor r ∈ [0, 1) for all uc ∈ Ω, i. e.

‖eN
+‖ ≤ r‖ec‖.(2.10)

Theorem 2.1 extends Theorem 1.1 in several ways. The smoothness assumptions on F are relaxed, the
projection is introduced to handle constrained dynamics, H is constrained only by the local convergence
behavior of the Newton-like iteration (2.9), so superlinear convergence is not required, and (2.8) need only
hold in a neighborhood of u∗.

Theorem 2.1. Let F be locally Lipschitz continuous, assume that

lim
t→∞

u(t) = u∗,

and that Assumptions 2.1 and 2.2 hold. Let the sequence {δn} be updated with (1.5). Assume that there is
δ∗ > 0 such that

MPǫL/β < δ∗ ≤ δn(2.11)

for all n. Assume that the q-factor r in (2.10) satisfies

r < ((1 + MPǫL) − (1 + βδ∗)−1)/2,(2.12)

where β is the constant in (2.8). Then if δ0 and the sequence {ηn} are sufficiently small, the inexact Ψtc
iteration

un+1 = P(un + sn),

where

‖(δ−1
n I + H(un))sn + F (un)‖ ≤ ηn‖F (un)‖

converges to u∗. Moreover, there is K > 0 such that for n sufficiently large

‖en+1‖ ≤ ‖eN
n+1‖ + K‖en‖(ηn + δ−1

n ),(2.13)
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where

‖eN
n+1‖ = ‖(un − H(un)−1F (un)) − u∗‖.

Proof.
We will prove the result for the exact (ηn = 0) iteration with δmax = ∞ in (1.5). The complete proof is

based on the same ideas, but requires more bookkeeping. The outline of the proof follows those in [15,26,48].
We begin with the global phase. We wish to prove that while u is out of the local convergence region

for the iteration (2.9), the iteration remains close to the solution of the differential equation, i. e. in S(ǫ)
for a sufficiently small ǫ. Only (1.1), the lower bound δn ≥ δ∗, Lipschitz continuity of F , and Part 1 of
Assumption 2.2 are needed for this stage of the analysis. Having done this, we address the local phase,
where δ is small and u is near u∗. We will use the rest of Assumption 2.2 to prove the local convergence
estimate (2.13).

Let ǫ < ǫL. We may reduce ǫ as the proof of the local convergence progresses. The first step is to show
that if δ0 is sufficiently small then

‖un − u∗‖ < ǫ(2.14)

for sufficiently large n. To do this we need only verify that, for δ sufficiently small,

(δ−1I + H(un))−1 = δI + O(δ2),(2.15)

and obtain an upper and lower bounds on δn/δ0 while (2.14) fails to hold.
The estimate (2.15) follows from (2.6) if δ < 1/(2MH). To obtain bounds for δn, we can apply the

update formula (1.5) and (2.7) to show that while un ∈ S(ǫH) and ‖un − u∗‖ > ǫ/2, then

δ∗ ≡ δ0‖F (u0)‖/maxu∈S(ǫH) ‖F (u)‖

≤ δn = δ0‖F (u0)‖/‖F (un)‖ ≤ 2δ0‖F (u0)‖/CF ǫ.
(2.16)

(1.5) with δmax = ∞ and our lower bound on δ imply

δ∗ ≤ δn ≤ ‖F (u0)‖δ0

‖F (un)‖ ≤ 2δ0‖F (u0)‖
CF ǫ

.(2.17)

Hence for δ0 sufficiently small, (2.15) holds if (2.14) does not.
With (2.15) in hand, we see that either (2.14) holds or

un+1 = P(un − δF (un)) + O(δ2),(2.18)

where the constant in the O-term is independent of n. Now, if u ∈ Ω, then Lipschitz continuity of P implies
that

P(u − (δ−1I + Hσ(u))−1)F (u)) = P(u − δF (u)) + O(δ2).

Euler’s method,

un+1 = un − δF (u),

has the same local truncation error as

un+1 = P(un − δF (u)),

because u(t) ∈ Ω for all t [53]. To see this, we note that

P(u(t) − δF (u(t))) = P(u(t + δ) + O(δ2)) = u(t + δ) + O(δ2).
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Now let T be such that ‖u(t) − u∗‖ < ǫ/2 for all t ≥ T , and let N be the least integer ≥ T/δ∗. The
standard analysis for the forward Euler method [4,27] implies that there is CE such that

‖un − u(tn)‖ ≤ CE max
1≤k≤n

δk ≤ 2CEδ0‖F (u0)‖
CF ǫ

,

for all n ≤ N . In particular

‖uN − u∗‖ ≤ ǫ

if

δ0 ≤ CF ǫ2

4CE‖F (u0)‖
.

For the local phase, assume that (2.14) holds. We need to show that ‖en+1‖ < ‖en‖ and that δn+1 > δn.
Once those things are done, we can complete the proof with a simple calculation.

Define

vn+1 = un − (δ−1
n I + H(un))−1F (un),

and note that

(H(un)−1 − (δ−1
n I + H(un))−1) = (I + δnH(un))−1H(un)−1.

Hence

vn+1 = un − H(un)−1F (un) + (H(un)−1 − (δ−1
n I + H(un))−1)F (un)

= uN
n+1 + (I + δnH(un))−1H(un)−1F (un)

= uN
n+1 − (I + δnH(un))−1(uN

n+1 − un).

So,

un+1 = P(vn+1)

= P(uN
n+1 − (I + δnH(un))−1(eN

n+1 − en)).

We use (2.2) to conclude that

en+1 = P(vn+1) − u∗

= P(uN
n+1 − (I + δnH(un))−1(eN

n+1 − en)) − u∗

= P(uN
n+1 − (I + δnH(un))−1(eN

n+1 − en)) − P(u∗).

(2.19)

So, since ǫ < ǫL,

‖en+1‖ ≤ (1 + MPǫL)
(

‖eN
n+1‖ + ‖(I + δnH(un))−1‖(‖eN

n+1‖ + ‖en‖)
)

≤ (1 + MPǫL)(2r + (1 + βδ∗)−1)‖en‖.
(2.20)

This completes the proof since

(1 + MPǫL)(2r + (1 + βδ∗)−1) < 1

by (2.11). Hence, the iteration converges at least locally q-linearly. Formula (1.5) then will imply (2.13).
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2.1. Remarks. Even in the unconstrained case (where P(u) = u for all u ∈ RN ) Theorem 2.1 extends
the results from [15,26,48] by replacing the semismoothness and the inexact Newton condition with a general
condition on the convergence of the local iteration. If the stability condition (1.1) holds, then Ψtc with SER
is a convergent iteration for unconstrained optimization, even if one does not use exact Hessians.

2.1.1. Control of δ with f for Gradient Flows. The key parts to the proof of Theorem 2.1 are
showing that the time step remains small until un is near the solution trajectory and that the step will grow
at that time. The way this is done in the case of SER-A is to note that (1.5) implies that if un is not close
to u∗, then δn is bounded from above and below by constant multiples of δ0, and hence the method is an
accurate temporal integration. Then, once near u∗, (2.8) drives un to u∗ and δn to ∞.

One can augment the time step control method in several ways without affecting the theory. If the
dynamics are a gradient flow, then one can reject the step if f is increased, reduce δ and try again. As
long as δ is proportional to δ0 and the number of reductions is bounded, the global convergence assertion
un → u∗ will hold. If one accepts the SER-A formula only when f decreases, then the local theory will be
unchanged and Theorem 2.1 will hold.

One can also improve SER-B with this approach. The SER-B approach will work fine once un is near
u∗, because then the local step will be small, driving δn to ∞. The proof of Theorem 2.1 breaks down in
the global phase of the iteration, because then a small step can lead to a large value of δ too early in the
iteration, resulting in inaccurate resolution of the dynamics.

However, if one requires a decrease in f before accepting the SER-B step (reducing δ, say by factors
of 2) until a decrease is obtained, and only then updates δ with SER-B, then {f(un)} will decrease and
F (un) = ∇f(un) → 0. If u∗ is the unique critical point of f in the set {u | f(u) ≤ f(u0)}, then managing δ
in this way will lead to convergence and (2.13) will hold. If u∗ is not a unique critical point, then one must
find another way to limit the increase in δ. One way to do this is to enforce a limit such as δn ≤ 2δn−1.
Doing this allows one to select δ0 to make un remain close to the trajectory.

Another approach is the trust-region method from [38], and the proof of Theorem 2.1 extends to that
method. In the trust-region approach, δ is increased, decreased, or left unchanged as a function of the
agreement between the reduction in the local quadratic model and the reduction (if any) in f . The step is
rejected if there is an increase in f , and δ is reduced. If the model reduction and the actual reduction agree
well, as they will in the case of an exact Hessian when near the solution, then δ is increased by a factor of
two with each iteration, and superlinear convergence follows from (2.13), with ηn = 0 and δn = O(2−n). The
limit on the increase in δn is key to keeping un near the solution arc.

Any of these approaches may allow one to use a larger value of δ0 than a purely dynamic approach in
which δ is only controlled by SER or TTE alone.

2.1.2. Semismooth Nonlinearities. If F is semismooth, which is the case considered in [26], and
H(un) ∈ ∂F (un), then the local iteration (2.9) is superlinearly convergent, if all matrices in ∂F (u∗) are
nonsingular. Hence we may recover the results from [26] from Theorem 2.1, the extension to DAE dynamics
being the same as that in [26], and not relevant to this paper.

2.1.3. Modifications to the Jacobian. One could also use a continuous scaling matrix and solve the
modified system

u′ = −P (u)∇f(u),

where P (u) is a symmetric positive definite matrix-valued function of u. This would, however, require an
estimate for a Jacobian of P (u)∇f(u) in (1.21).

Theorem 2.1 allows one to use a quasi-Newton model Hessian. One possibility for gradient flows is a
Ψtc -BFGS method, where

Hn+1 = Hn +
ynyT

n

yT
n sn

− (Hnsn)(Hnsn)T

sT
nHnsn

,(2.21)

where sn = un+1 − un and yn = ∇f(un+1) −∇f(un). The update (2.21) is the BFGS update [9, 24, 30, 71].
In the case of bound constraints, the update formula must be modified to account for active, binding, and
inactive constraints (see § 3).
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The theory in this paper does not completely include local convergence of Ψtc -quasi-Newton methods,
because the local theory of such methods requires that both the initial iterate and the initial model Hessian
be good approximations to the solution and the Hessian at the solution. The global theory [10] requires a
line search and convex level sets, neither of which is a part of the Ψtc methods we propose.

A quasi-Newton approach that is covered by Theorem 2.1 would be to recompute the Hessian either
periodically or when convergence becomes slow, and to either update it with the BFGS formula or leave it
fixed if convergence is satisfactory. The nonlinear solver nsold from [47] uses a similar approach to blend
Newton’s method and the chord method. Skipping the update when yT s < 0, for example, is also covered
by Theorem 2.1.

2.1.4. Gauss-Newton Iteration. If

F (u) = ∇f(u) = R′(u)T R(u)

is the gradient of a nonlinear least squares functional

f(u) = R(u)T R(u)/2,

where R : RN → RM , with M > N , we may let H be the Gauss-Newton model Hessian

H(u) = R′(u)T R′(u)(2.22)

and apply Theorem 2.1 if R′ has full column rank at the minimizer. Moreover, many of the assumptions can
be verified with ease in this case. If u(t) → u∗, which we still must assume, then H(u∗) is symmetric and
positive definite, so (2.8) holds. Moreover δ−1I + H(u) is nonsingular for all δ > 0 and all u, because H(u)
is always nonnegative definite. For a zero-residual problem, the estimate (2.12) will hold because the local
iteration converges q-quadratically if R is Lipschitz continuously differentiable. In this case, Ψtc is a version
of the Levenberg-Marquardt method, where the parameter is selected based on the norm of the gradient,
rather than with a trust region scheme. Similar ideas for selection of the parameter have been made [46].
One could also incorporate the structured quasi-Newton update for nonlinear least squares from [18,19].

3. Bound-Constrained Optimization. The bound-constrained optimization problem is

min
Ω

f(u),(3.1)

where

Ω = {u |L ≤ u ≤ U},(3.2)

and the inequalities in (3.2) are component wise inequalities.
In order to describe necessary conditions and formulate the algorithms, we must recall some notation

from [6,7, 46].
The l2 projection onto Ω is P, where

P(u)i =







Li if (u)i ≤ Li

(u)i if Li < (u)i < Ui .
Ui if (u)i ≥ Ui

(3.3)

Here (u)i denotes the ith component of the vector u ∈ RN . P trivially satisfies Assumption 2.1 because Ω
is convex.

We will assume that f is Lipschitz continuously differentiable. In that case, the first order necessary
conditions for optimality are [6, 46]

F (u) = u − P(u −∇f(u)) = 0.(3.4)

(3.4) is a semismooth nonlinear equation. Fast locally convergent methods include the semismooth Newton
with the methods of [66] and the projected Newton or scaled gradient projection methods [6, 46].
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Consistent with the unconstrained case, the gradient flow equations are [53],

du

dt
= −F (u) u(0) = u0,(3.5)

where in this case, F is defined by (3.4). If we let u0 ∈ Ω, then the solution of (3.5) satisfies

lim
t→∞

F (u(t)) = 0.(3.6)

We will also assume that (1.1) holds. Since dynamics [53] force u(t) ∈ Ω for all t and Ω is bounded, then if
there are only finitely many solutions of F (u) = 0 in Ω, (1.1) will hold for all u0 ∈ Ω in this case.

We may apply Theorem 2.1 directly, once we describe the maps H(u) and show that (2.10) holds. For
bound-constrained optimization, that is a bit subtle, and we describe one approach in § 3.1.

3.1. Reduced Hessian. One choice of H(u) is the reduced Hessian, which we define in this section.
We begin with the sufficient conditions for optimality. Our approach follows that of [6,7,46,54]. Let u ∈ Ω,
we define the set of binding constraints as

B(u) = {i | (u)i = Li and (∇f(u))i < 0} ∪ {i | (u)i = Ui and (∇f(u))i > 0}.

For N ⊂ {1, 2, . . . N} we define D(N ) as the diagonal matrix with entries

D(N )ii =

{

1 i ∈ N
0 i 6∈ N

and define the reduced Hessian as

R̄f(u) = I − D(B(u))(I −∇2f(u))D(B(u)).(3.7)

The second order sufficiency conditions for a point u∗ to be a local minimizer are [54]

F (u∗) = 0,(3.8)

and

R̄f(u∗) is positive definite.(3.9)

We will assume that u∗ satisfies the second order sufficiency conditions in what follows.
A simple iteration of the form

u+ = P(uc − R̄f(uc)
−1∇f(uc))

will not converge rapidly, because it can fail to identify the binding constraints. To remedy this, one must
overestimate the binding set [7, 54]. For

0 ≤ σ < min(Ui − Li)/2,

define the σ-binding set

Bσ(u) = {i | Ui − (u)i ≤ σ and (∇f(u))i < −√
σ or

(u)i − Li ≤ σ and (∇f(u))i >
√

σ}.
(3.10)

Given a model Hessian H we define the σ-reduced Hessian at u by

Hσ(u) = I − D(Bσ(u))(I −H)D(Bσ(u)).(3.11)

The scaled gradient projection iteration is

u+ = P(uc − Hσ(uc)
−1∇f(uc)).
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If σ is chosen carefully, then the scaled gradient projection iteration has the same global convergence proper-
ties as the original gradient projection method and there are superlinearly convergent implementations [7,46].
One way to do this is to make σ depend on the current iteration uc as

σ(uc) = ‖uc − P(uc −∇f(uc))‖.(3.12)

Theorem 3.1 is a local convergence result for the case Hc = ∇2f(uc).
Theorem 3.1. Let u∗ satisfy the second order sufficiency conditions and let {un} be the projected

Newton iterations with

H = ∇2f

and σ = σ(un) given by (3.12). Then if u0 is sufficiently near to u∗, then B(un) = B(u∗) for n sufficiently
large and the iteration converges q-quadratically to u∗.

Theorem 3.1 is simply the well-known local convergence result for Newton’s method with the added
feature that the binding constraints will be identified in finitely many steps. This latter feature is important,
as the analysis is the same as for the unconstrained case after the active set has been identified (and hence
(2.9) holds), and convergence proofs use this fact [7, 22,46,54].

Based on Theorem 3.1 we can use the reduced Hessian,

H(u) = I − D(Bσ(u))(I −∇2f(u))D(Bσ(u)).(3.13)

In the case of a small residual bound-constrained nonlinear least squares problem, we can let H be the
Gauss-Newton model Hessian.

One can also use quasi-Newton updates for the model Hessian. The implementation of the BFGS method
in this context is similar to the approach from [46]. We modify yn by using the approximate inactive set
before applying the update. So we let

y#
n = (I − D(Bσ(uc)))yn,(3.14)

and the update is

Hn+1 = Hn +
y#

n (y#
n )T

(y#
n )T sn

− (Hnsn)(Hnsn)T

sT
nHnsn

.(3.15)

4. Examples. In this section we present two examples. The first is a nonlinear bound-constrained
least squares problem for which we compare the three variants of Ψtc (SER-A, SER-B, and TTE) with
the trust-region method (lmtr) from [38], which in the nonlinear least squares case is a classic trust region
method [19, 46], and the damped Levenberg-Marquardt algorithm (lmls) from [46]. The projection in this
case is trivial to compute, and we use the reduced Gauss-Newton model Hessian ((2.22) and (3.11)).

The first example is a small artificial problem, which enables us to consider the cases where the minimizer
is in the interior of the feasible set, on the boundary (and hence degenerate in the sense that the binding
constraints are a proper subset of the active constraints), and outside of the feasible set (and therefore a
non-zero residual problem). In this example we do not increase dt unless f decreases, and we manage dt
with the approach in § 2.1.1. All of the PTC methods, and especially SER-B and TTE, work much better
if we do that.

The second example is a nonlinear equation on a manifold which is a gradient flow of an inverse singular
value problem. The projection is more subtle in this case, and we describe it in detail in § 4.2.1.

In all of the examples, SER-B performs very well.

4.1. Inverse Problem. This small (N = 2) example is taken from [5, 46]. We seek to identify the
damping coefficient c and spring constant k for a simple harmonic oscillator. The governing differential
equation is

w′′ + cw′ + kw = 0;w(0) = w0, w
′(0) = 0,(4.1)
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on the interval [0, 1]. We let u = (c, k)T and fit samples of the exact solution at 100 equally spaced points.
We let c = k = 1 be the parameter values for the true solution and use ode15s from MATLAB to integrate
(4.1) with the approximate parameters. The relative and absolute error tolerances were 10−6.

The function to be minimized is

f(u) =
1

2
R(u)T R(u) =

1

2

100
∑

i=1

(wexact(ti) − wi(u))2,

where ti = i/100, wi(u) is the solution returned by ode15s with u = (c, k)T , and wexact is the solution of (4.1)
with (c, k) = (1, 1). The upper bounds are [10, 10], and we consider three cases for the lower bounds: [0, 0],
placing the global minimizer in the interior of the feasible region, [1, 0], placing the global minimizer on the
boundary, and [2, 0], with the global minimizer outside. In the latter case the solution of the unconstrained
zero-residual problem does not satisfy the bound constraints. The residual at the optimal point for the
constrained problem is 21.5.

The initial iterate in all cases was (c, k) = (10, 10). In this computation we set δ0 = 1/100 and terminate
the continuation when either the norm of the projected gradient ‖F‖ has been reduced by a factor of 103 or
f < 10−6.

In Figure 4.1 we plot the values of f and ‖F‖ as functions of the iteration count for several variations of
Ψtc : SER-A (ser-a), SER-B (ser-b), TTE (tte), and the trust region Levenberg-Marquardt method lmtr

from [38]. We also compare them with the Levenberg-Marquardt line search method (lmls) from [46]. For
SER-A, SER-B, and TTE, we rejected any step that increased the residual and decreased the time step by
factors of 2 until either the residual decreased or dt = 10−4. In the latter case we terminated the iteration.

The damped Levenberg-Marquardt method from [46] is not as effective as the other four approaches,
and SER-B is consistently better than the others.
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Fig. 4.1. Parameter ID Example
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4.2. Inverse Singular Value Problem. The inverse singular value problem [13] is to find c ∈ RN so
that the M × N matrix

B(c) = B0 +
N

∑

k=1

ckBk

has prescribed singular values {σi}N
i=1. This is one example of a wide class of inverse eigenvalue and singular

value problems for which a dynamic formulation is useful [14].
One can assume without loss of generality that the matrices {Bi}N

i=1 are orthonormal with respect to the
Frobenius inner product, and then formulate the problem as a constrained nonlinear least squares problem,

min Ψ(U, V ) ≡ ‖R(U, V )‖2
F ,(4.2)

for M × M and N × N matrices U and V , subject to the constraint that U and V be orthogonal. If one
finds a solution with a zero residual, then one has solved the original problem. This is not always possible,
as the original problem may not have a solution [12]. In (4.2) the residual is

R(U, V ) = UΣV T − B0 −
N

∑

k=1

< UΣV T , Bk > Bk

where < ·, · > is the Frobenius inner product.
If we let Ω denote the manifold of pairs of M ×M and N ×N orthogonal matrices, then the projection

of ∇Ψ onto the tangent space of Ω at (U, V ) ∈ Ω is

g(U, V ) =
1

2

(

(R(U, V )V ΣT UT − UΣV T R(U, V )T )U
(R(U, V )T UΣV T − V ΣT UT R(U, V ))V

)

.

Let

u =

(

U
V

)

.

The gradient flow equations for the problem are of the form (1.2) with

F (u) = g(U, V ).(4.3)

Since F (u) is in the tangent space of Ω at u [13], the solution of (1.2) is in Ω if u0 ∈ Ω. Since g is analytic
in u, the results of [11,58,73] will apply, and so (1.1) holds for all initial vectors u0 ∈ Ω.

4.2.1. The projection onto Ω. The projection of an N ×N matrix A onto the manifold of orthogonal
matrices [40,41] is the map

A → UP .

Here A = UP HP , with UP orthogonal and HP symmetric positive semi-definite, is a polar decomposition of
A. HP is unique. UP is unique if A is nonsingular. In this case (2.2) will hold. Since S(ǫ) is near to a curve
of orthogonal matrices, which have full rank, the possible singularity of A is not an issue for us. One can
compute UP directly from the singular value decomposition A = UΣV T of A as

UP = UV T .

This is efficient when A is small. For large A, there are several efficient iterative methods [39,41].
So, in the context of this paper, given a pair of N × N matrices w = (A,B)T ,

P(w) =

(

UA
P

UB
P

)

,(4.4)

where UA
P and UB

P are the orthogonal parts of the polar decompositions of A and B.
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4.2.2. Convergence of the Local Method. In this section we will verify that (2.10) holds. The
local method uses the reduced Gauss-Newton model Hessian, which requires the projection PT (u) onto the
tangent space at a point u ∈ Ω. One can compute that projection by noting that if w(t) is a differentiable
orthogonal matrix value function, then differentiating

wT (t)w(t) = I

implies

dw(t)T w(t)

dt
= ẇ(t)T w(t) + w(t)T ẇ(t) = 0,

and hence wT ẇ is skew-symmetric. This implies that the tangent space for the manifold of orthogonal
matrices at a point U is the space of matrices W for which UT W is skew symmetric. The projection onto
the tangent space can then be computed as follows. If {Si} is a Frobenius-orthonormal basis for the skew-
symmetric matrices, then a Frobenius-orthonormal basis for the tangent space is {USi}, which we can use
to compute the projection. If we do this for each component of u = (U, V )T , we obtain PT (u). Alternatively
we could use

PT (u) = P ′(u) for all u ∈ Ω ,(4.5)

which follows from the fact that P is a map-to-nearest.
The local method for F (u) = 0 uses

H(u) = (I − PT (u)) + PT (u)F ′(u)PT (u),

and we will show that

u+ = uc − H(uc)
−1F (uc)

satisfies

‖e+‖ = O(‖ec‖2),(4.6)

which will allow us to apply Theorem 2.1.
We verify (4.6) by noting that for all u ∈ Ω

F (u) = PT (u)F (u) = PT (u)F ′(u)e + O(‖e‖2)

= H(u)e − (I − PT (u))e + PT (u)F ′(u)(I − PT (u))e + O(‖e‖2)

= H(u)e + O(‖(I − PT (u))e‖ + ‖e‖2).

(4.7)

If u ∈ Ω is near u∗, then we can use (4.5) and and Lipschitz continuity of P to conclude,

u = P(u) = P(u∗) + P ′(u)e + O(‖e‖2) = PT (u)e + O(‖e‖2)(4.8)

and so,

(I − PT (u))e = O(‖e‖2).

Hence

u+ − u∗ = uc − u∗ − H(uc)
−1F (uc) = O(‖ec‖2),

as asserted.
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Fig. 4.2. Inverse Singular Value Problem
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4.2.3. Computations. We take the example from [13], having orthonormalized the matrices {Bj}4
j=0

with classical Gram-Schmidt and the Frobenius inner product. In Figure 4.2 we compare the relative per-
formance of the three time step management strategies SER-A, SER-B, and TTE. While TTE does poorly,
it is interesting to see that both versions of SER do well.

We did not reduce dt to respond to increases in ‖Ψ‖ in this example, and the SER-A and SER-B
iterations still converged well.

5. Conclusions. We have described and analyzed a generalization of the pseudo-transient continuation
algorithm which can be applied to a class of constrained nonlinear equations. The new approach can be
applied to bound constrained problems and to certain inverse eigenvalue and singular value problems.

We have reported on numerical testing which illustrates the performance of the method.
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