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#### Abstract

Entanglement of quantum states in a composite system is of profound importance in many applications. With respect to some suitably selected basis, the entanglement can be mathematically characterized via the Kronecker product of complex-valued density matrices. An approximation to a mixed state can be thought of as calculating its nearest separable state. Such a task encounters several challenges in computation. First, the added twist by the entanglement via the Kronecker product destroys the multi-linearity. The popular alternating least squares techniques for tensor approximation can hardly be applied. Second, there is no clear strategy for selecting a priori a proper low rank for the approximation. Third, the conventional calculus is not enough to address the optimization of real-valued functions over complex variables. This paper proposes a dynamical system approach to tackle low rank approximation of entangled bipartite systems, which has several advantages, including 1) A gradient dynamics in the complex space can be described in a fairly concise way; 2) The global convergence from any starting point to a local solution is guaranteed; 3) The requirement that the combination coefficients of pure states must be a probability distribution can be ensured; 4) The rank can be dynamically adjusted. This paper discusses the theory, algorithms, and presents some numerical experiments.
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## 1. Introduction

Entanglement is perhaps the most basic mode, yet both intricate and critical, when characterizing a complicated phenomenon that involves components interacting with each other. Entanglement arises in nature, in different forms, and in almost all areas, such as computer science, physics, biology, and chemistry. Quantum entanglement is particularly spectacular and intriguing. Although the terminology "quantum entanglement" was invented only later, the thought experiment, i.e., the so-called EPR paradox, by Einstein, Podolsky, and Rosen [1] on that two quantum systems interact in such a way as if both their spatial coordinates and their linear momenta are linked, even when the systems are widely separated in space, is now generally regarded as the vanguard of this important notion. Quantum entanglement plays an increasingly more important role in many tasks employing quantum technologies nowadays because of its potential of transmitting information massively, swiftly, concurrently, and securely. The applications include quantum cryptography [2], quantum teleportation [3], measurement-based quantum computation [4], quantum communication [5-8], dense coding and information retrieval [9-11], to name just a few. Together with the rapid experimental progress on quantum control of both hardware and software, there has been a rapidly growing interest in the entanglement theory [12]. If quantum computing can ultimately be realized, many salient applications stand to benefit from this quantum way of information exchange.

Of vital importance in both theory and practice is the fundamental question of entanglement detection and certification, i.e., how can one be sure that entanglement is indeed happening and, when an entangling operation is taking place, how can one quantify the entanglement in the experiment? For years, these questions have been pursued by many researchers in different directions [13-16]. A variety of possible tactics has been proposed to tackle this verification problem, ranging from Bell inequalities, entanglement witnesses, and spin squeezing inequalities to entropic inequalities, the measurement of nonlinear properties of the quantum state and the approximation of

[^0]positive maps. Some of the tactics have been built into software packages, e.g., QETLAB [17]. It is beyond our capabilities, nor is there room in this paper, to introduce even the basics of the different methods. Out of the numerously many, we mention merely three review articles $[15,18,19]$ whose lists of hundreds of references should be indicative of the breadth and the depth of the vast research endeavors in this area. This work concerns only about a fairly focused subject, namely, given a bipartite mixed state, find numerically its nearest separable state [20-22].

Exactly quantifying the entanglement of a mixed state by finding its nearest separable state is extremely computationally demanding, if at all possible. Even the relaxed problem of determining separability with a margin of error is NP-hard [18,23,24]. See also [25] for general tensor decomposition problems. However, we must not misconceive that an NP-hard problem is forever hopeless and untouchable. A practical example is the problem that expressing $\sqrt{2}$ is NP-hard in theory because it requires infinite complexity on a Turing machine, but we do have polynomial-time algorithms to approximate it to any finite precision. Likewise, the NP-hardness encountered in entanglement quantification do not imply that we cannot approximately solve the problem by numerical means. It is in this spirit that we propose to cast the approximation problem as a constrained optimization problem over complex variables in this paper. We further propose to tackle the optimization numerically by means of a complex-valued gradient flow for several benefits which will be elaborated in the sequel.

Before we set up the problem and detail our method, we ought to stress that the distance measurement depends highly on the assumptions and the applications. See the discussion in [26] and also [27, Page 406]. For example, if the goal is to measure the maximum probability of distinguishability between two quantum states $\rho$ and $\sigma$, then resorting to the so-called Kolmogorov-Smirnov (KS) test for comparing random samples is more appropriated. In turn, the trace metric

$$
D_{T}(\rho, \sigma):=\frac{1}{2} \operatorname{Tr} \sqrt{(\rho-\sigma)^{2}}
$$

is perhaps preferred. On the other hand, since repeated measurements are necessary in quantum computation, calculating the minimum number of measurements required to distinguish two different states is also a reasonable metric. In this case, the Bures distance

$$
D_{B}(\rho, \sigma):=\sqrt{2-2 \operatorname{Tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}}
$$

which is an analogue of the Fisher information in classical statistics, can be employed. If we regard the density matrix as an integrated entity of the state per se, then the Frobenius norm

$$
D_{F}(\rho, \sigma)=\frac{1}{2}\|\rho-\sigma\|_{F}=\frac{1}{2} \sqrt{\operatorname{Tr}(\rho-\sigma)^{2}}
$$

measure the geometric difference between two ensembles without any particular assumption. Though all norms are equivalent over finite dimensional spaces, different choices of metrics will lead to a different approximation result and the associated interpretation. Note also that not all distance formulas are easy to use for numerical computation. The Frobenius norm involves the square root of a scalar, but $D_{T}$ or $D_{B}$ requires taking the positive square root of a positive definite matrix repeatedly in the computation, which will be costly. Obtaining the gradient information of the objective function is another concern. As a starter, we use the Frobenius norm $D_{F}$ in this work for its ease of implementation, but it will require separate works to develop new schemes and the pertinent convergence theory for $D_{T}$ and $D_{B}$. A numerical comparison of various measures is worthy of further investigation, but is beyond the scope of this paper.

This paper is organized as follows. We begin in Section 2 with a brief sketch of the notion of entanglement and separability. Our goal is to bring forth the mathematical equivalence of traditional notations used in quantum mechanics by physicists, e.g., the tensor product versus the Kronecker product, the Dirac's ket notation $|\mathbf{x}\rangle$ versus the complex column vector $\mathbf{x}$, and so on. In Section 3 we review the notion of Wirtinger calculus. Such a concept is not new in the literature. However, in order to retrieve the gradient information for the far more complicated objective function in our problem, we have to introduce some tools to relate it to the classical matrix calculus. As a demonstration, we apply our tools to the case of rank-one and derive the projected gradient in a fairly concise way. Our main contribution is at Section 4 where we develop a complex-valued gradient flow for the general bipartite low-rank approximation problem. In contrast to the popular greedy alternating least squares (GALS) method which is hard to analyze and whose convergence is not guaranteed, our gradient flow approach is capable of detecting the infeasibility, automatically satisfying the sum-to-one constraint, dynamically adjusting the needed rank, and most importantly, enjoying the global convergence from established results in the dynamical systems theory. This gradient flow characterized in a compact ordinary differential equation (ODE) makes it easier to analyze the underlying dynamical properties. In Section 5 we implement this method with some existing ODE integrators and carry out some interesting numerical experiments.

## 2. Basics of quantum mechanics

In this section we outline some background information on quantum mechanics to motivate our optimization problem over complex variables. Our emphasis here is on bridging many of the physics notions to the mathematical terms. For a more thorough and in-depth grasp of the main ideas, we suggest [28-30] and the classic book [27]. Readers who are familiar with the subject and the notion of entanglement might skip to the next section immediately.

One of the basic postulates in quantum mechanics is that each quantum mechanical system is associated with a complex Hilbert space $\mathscr{H}$. Any unit vector in $\mathscr{H}$ is referred to as a pure state which typically denoted by the Dirac's ket notation $|\mathbf{x}\rangle$. Two pure states $|\mathbf{x}\rangle$ and $|\mathbf{y}\rangle$ are considered equivalent if they differ only by a phase change, i.e., if $|\mathbf{x}\rangle=c|\mathbf{y}\rangle$ for some $c \in \mathbb{C}$ with $|c|=1$. For simplicity, we shall limit ourselves to the finite dimensional spaces. Then, with respect to a prescribed basis, we can interpret $|\mathbf{x}\rangle$ as merely a column vector $\mathbf{x} \in \mathbb{C}^{d}$, where $d$ is the dimension of $\mathscr{H}$.

The orthogonal projection of any $\mathbf{z} \in \mathscr{H}$ onto a given pure state $\mathbf{x}$ plays the role of a critical operator. There is a one-to-one correspondence between the unit vector $\mathbf{x}$, indeed its equivalent class under phase change, and the associated projection operator $\mathcal{D}:=\mathbf{x x}^{*} \in \mathbb{C}^{d \times d}$, where $\mathbf{x}^{*}$ denotes the conjugate transpose of $\mathbf{x}$. (In the Dirac's notation, $\mathbf{x}^{*}$ corresponds to the bra vector $\langle\mathbf{x}|$ and $\mathcal{D}=|\mathbf{x}\rangle\langle\mathbf{x}|$.) We may therefore interchangeably represent a pure state $\mathbf{x}$ by the so called density matrix $\mathcal{D}$.

A mixed quantum state is a probabilistic ensemble of pure states. A mixed state cannot be described with a single ket vector. Instead, it is described by its associated density matrix $\rho$ defined as the convex combination

$$
\begin{equation*}
\rho:=\sum_{i} \mu_{i} \mathbf{x}_{i} \mathbf{x}_{i}^{*} ; \quad \sum_{i} \mu_{i}=1 ; \quad \mu_{i} \geq 0 \tag{1}
\end{equation*}
$$

of some pure states $\mathbf{x}_{i}$. The density matrix of a general state in $\mathscr{H}$, therefore, is a positive semi-definite operator with unit trace. It is worth noting that density matrices acting on $\mathscr{H}$ form a convex set whose extreme points are the pure states. Therefore, by the Carathéodory theorem [31, Theorem 2.2.4], the summation in (1) needs at most $d^{2}+1$ terms to express every possible such combination. In fact, by taking the spectral decomposition of $\rho$ as a special case of (1), we need no more than $d$ terms in the summation to represent $\rho$. This count of needed numbers of terms becomes a complicated issue when entanglement takes place.

Suppose $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ represent two finite dimensional quantum mechanical systems with basis states $\left\{\mathbf{e}_{i}\right\}$ and $\left\{\mathbf{f}_{j}\right\}$, respectively. It is often desirable to describe the composite system in which the entries of quantum states in one system interact in some physical sense with all entries of quantum states in the other system simultaneously. A mathematical way to characterize such a phenomenon is the tensor product space $\mathscr{H}_{1} \otimes \mathscr{H}_{2}$ defined by

$$
\mathscr{H}_{1} \otimes \mathscr{H}_{2}:=\left\{\sum_{i, j} \mathbf{u}_{i} \otimes \mathbf{v}_{j} \mid \mathbf{u}_{i} \in \mathscr{H}_{1}, \mathbf{v}_{j} \in \mathscr{H}_{2}\right\}
$$

where $\otimes$ denotes the usual outer product in linear algebra. An inner product can be induced via the relationship

$$
(\mathbf{x} \otimes \mathbf{y})^{*}(\mathbf{z} \otimes \mathbf{w}):=\left(\mathbf{x}^{*} \mathbf{z}\right)\left(\mathbf{y}^{*} \mathbf{w}\right)
$$

With respect to a specified ordering of the basis $\left\{\mathbf{e}_{i} \otimes \mathbf{f}_{j}\right\}$, any element $\psi$ in the bipartite system $\mathscr{H}_{1} \otimes \mathscr{H}_{2}$ can be represented by a matrix $C=\left[c_{i j}\right]$ which can also be identified as a column vectorization vec $(C)$. A pure state $C$ in $\mathscr{H}_{1} \otimes \mathscr{H}_{2}$ can be written as a complex matrix with $\|C\|_{F}=1$. Similar to (1), the density matrix of a mixed state $\rho \in \mathcal{H}_{1} \otimes \mathcal{H}_{2}$ in the bipartite system is an operator acting on matrices in $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ and, hence, an order-4 tensor which we may write in the form

$$
\begin{equation*}
\rho=\sum_{i} \mu_{i} C_{i} \otimes C_{i} ; \quad \sum_{i} \mu_{i}=1 ; \quad \mu_{i} \geq 0 \tag{2}
\end{equation*}
$$

where each $C_{i}$ represents a pure state and $\otimes$ is now interpreted as the Kronecker product.
We say that the pure state $\psi \in \mathscr{H}_{1} \otimes \mathscr{H}_{2}$ is separable if it can be expressed as

$$
\boldsymbol{\psi}=\boldsymbol{\psi}_{1} \otimes \boldsymbol{\psi}_{2},
$$

where $\psi_{i} \in \mathscr{H}_{i}, i=1,2$, are pure states. A pure state in the composite system can be entangled. However, a pure state in the bipartite system can always be decomposed as a linear combination of separable states. This is known as the Schmidt decomposition theorem which we state below.

Lemma 1 (Schmidt Decomposition Theorem [32]). Any unit vector $\boldsymbol{\psi} \in \mathcal{H}_{1} \otimes \mathcal{H}_{2}$ can be written in the form

$$
\begin{equation*}
\psi=\sum_{k} \sqrt{p_{k}} \mathbf{u}_{k} \otimes \mathbf{v}_{k} \tag{3}
\end{equation*}
$$

where the vectors $\mathbf{u}_{k} \in \mathcal{H}_{1}$ and $\mathbf{v}_{k} \in \mathcal{H}_{2}$ are pairwise orthogonal and normalized, and $\left\{p_{k}\right\}$ is a probability distribution.
Suppose that the pure state $\psi$ in Lemma 1 is represented by the matrix $C$. Then, from the linear algebra viewpoint, the Schmidt decomposition (3) is precisely the classical singular value decomposition of $C$. Thus far, nothing is particularly new, except that the Schmidt decomposition holds even in a general (separable) Hilbert space and can be proved without employing linear algebra.

We must note, however, that $\psi, \mathbf{u}_{k}$, and $\mathbf{v}_{k}$ are merely "vectors" in $\mathcal{H}_{1} \otimes \mathcal{H}_{2}, \mathcal{H}_{1}$, and $\mathcal{H}_{2}$, respectively. The decomposition (3) cannot be readily translated into density matrices. The real challenge in the separability problem is to determine whether a given mixed state density matrix $\rho$ in the bipartite system can be decomposed as

$$
\begin{equation*}
\rho=\sum_{i} \eta_{i} \mathcal{D}_{i}^{(1)} \otimes \mathcal{D}_{i}^{(2)}, \quad \sum_{i} \eta_{i}=1 ; \quad \eta_{i} \geq 0 \tag{4}
\end{equation*}
$$

where $\left\{\mathcal{D}_{i}^{(1)}\right\}$ and $\left\{\mathcal{D}_{i}^{(2)}\right\}$ are density matrices of the subsystems $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$, respectively. That is, a general (mixed) quantum state $\rho \in \mathcal{H}_{1} \otimes \mathcal{H}_{2}$ is said to be separable if and only if the decomposition (4) holds; otherwise $\rho$ is entangled [14,18,33]. The problem of separability in a composite quantum system is now a problem of structured decomposition in linear algebra. Since $\left\{\mathcal{D}_{i}^{(1)}\right\}$ and $\left\{\mathcal{D}_{i}^{(2)}\right\}$ themselves are probabilistic ensembles of pure states in the form (1), we may further reduce the right-hand side of (4) to

$$
\begin{equation*}
\rho=\sum_{i} \theta_{i}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{*}\right) \otimes\left(\mathbf{y}_{i} \mathbf{y}_{i}^{*}\right), \quad \sum_{i} \theta_{i}=1 ; \quad \theta_{i} \geq 0 \tag{5}
\end{equation*}
$$

where $\mathbf{x}_{i} \in \mathscr{H}_{1}$ and $\mathbf{y}_{i} \in \mathscr{H}_{2}$ are unit vectors. A given density matrix $\rho$ of a mixed state over the space $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ is separable if and only if it is the convex combination of tensor products of density matrices of pure states over $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ [12,14,34,35]. This expression is referred to as $\rho$ being prepared by a coordinated local operations and classical communication (LOCC) protocol.

The collection of all separable states in a bipartite system form a convex set with pure separable states as its extreme points [29]. Given a general mixed state $\rho$, its nearest separable approximation therefore should be unique. Nevertheless, it should not be confused that there might be infinitely many ways to decompose this unique nearest approximation in the ensemble form (5). For better control of the quantum system in applications, it is of paramount importance to quantify the amount of entanglement [13,26,36,37].

More specifically, let $R$ be a fixed positive integer and $\llbracket R \rrbracket:=\{1,2, \ldots, R\}$. The entangled bipartite rank- $R$ approximation to a given positive definite (PD) matrix $\rho \in \mathbb{C}^{m n \times m n}$ with unit trace concerns finding complex vectors $\mathbf{x}_{r} \in \mathbb{C}^{m}, \mathbf{y}_{r} \in \mathbb{C}^{n}$, each with unit length, and nonnegative real number $\lambda_{r} \in \mathbb{R}_{+}$with unit sum, $r \in \llbracket R \rrbracket$, such that the distance

$$
\begin{equation*}
\left\|\rho-\sum_{r=1}^{R} \lambda_{r}\left(\mathbf{x}_{r} \mathbf{x}_{r}^{*}\right) \otimes\left(\mathbf{y}_{r} \mathbf{y}_{r}^{*}\right)\right\|_{F}^{2} \tag{6}
\end{equation*}
$$

is minimized.
A problem similar to (6) with real-valued variables has been studied in [20]. See also [37, Sec. VI]. By encapsulating the summation in a singleton matrix without decomposition so as to regard (6) as a convex programming problem in the matrix variable, the first approach is an iterative scheme (the DA algorithm [20]) adapted from the conventional Frank-Wolfe method [38]. The essence of the Frank-Wolfe algorithm is to consider a sequence of linear approximation of the objective function and move towards a minimizer of this linear function. Consequently, the core component in the DA algorithm is to solve a sequence of projective subproblems [20, Sec. 5], which is expensive and slow. To improve the speed of convergence, a second approach is to seek a convex combination of solutions from all proceeding projective subproblems to minimize (6). The new task becomes a quadratic programming problem in the coefficients $\lambda_{r}, r \in \llbracket R \rrbracket$. Other than suggesting that a variant of the conjugate gradient (CG) method is applied, most implementation details are omitted from [20]. Some comments are due. First, for real variables, the analytic gradient of the objective function (6) is easy to come by. However, in quantum mechanics, involving complex variables is a necessity in order to characterize quantum properties correctly [28,39]. For that purpose, as we shall show, more work is needed for the objective function over complex variables. The claim in [20, Section 7] that the generalization of the DA algorithm from the real case to the complex case is "quite straightforward" is probably based on obtaining the gradient information numerically. Second, when including all solutions from the projective subproblems, the number $R$ of terms involved in the convex combination can potentially become unbounded. The more iterations take place, the more variables are involved, taking the CG method longer to complete and making the new task of finding $\lambda_{r}$ harder. Third, and most critically, the convergence theory has been left as an open question [20, Page 721]. Cutting in from different perspectives, our recent work in [40,41] should have helped address the gap. In contrast, the differential equation approach proposed in this paper is a very different idea and enjoys several advantages, including that we can describe the analytic gradient in the complex space in a fairly concise way and that the global convergence from any starting point to a local solution is guaranteed by existing theory. Most interestingly, we have a convenient way to ensure that the combination coefficients of pure states stay to be a probability distribution and that the rank can be dynamically adjusted.

We need to delineate a little bit further the goal of our problem (6). We have already mentioned that, even with the allowance for a margin of error that is inversely polynomial in the dimension of the problem, the determination of entanglement remains NP-hard [ $18,23,24]$. Our approximation problem is not for such a task per se. Rather, it is formulated as a constrained optimization problem, where for a given $\rho$ and a fixed rank $R$, we only look for a local separable approximation in the form (6). Nonlinear optimization algorithms are rarely discussed from a complexity point of view because even a simple convex programming problem such as minimizing $f(x)=$ $\max \left(x^{2}-2,0\right)$ can have irrational solutions of which writing the output alone requires infinite complexity. Using the complexity models proposed in [42], nonlinear optimization problems that may be cast within a unifying proximity-scaling framework can have polynomial time algorithms. Some NP-hard optimization problems, such as the traveling salesman problem, can be polynomial-time approximated within some fixed multiplicative factor of the optimal answer. To stay focused on our dynamical system framework, we shall not be concerned about the complexity analysis of problem (6).

## 3. Wirtinger calculus

Optimization of real-valued functions over complex field is an old subject. See [43] and the references contained therein. While we can identify $\mathbb{C}^{n} \equiv \mathbb{R}^{2 n}$, we must take into account that the multiplication of complex numbers involves a twist of real and imaginary parts. For example, suppose $\mathbf{x}=\mathbf{u}+\imath \mathbf{v}$ and $\mathbf{y}=\mathbf{p}+\imath \mathbf{q}$ with $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{m}$ and $\mathbf{p}, \mathbf{q} \in \mathbb{R}^{n}$. Then the tensor product yields

$$
\mathbf{x} \otimes \mathbf{y}=(\mathbf{u} \otimes \mathbf{p}-\mathbf{v} \otimes \mathbf{q})+\imath(\mathbf{v} \otimes \mathbf{p}+\mathbf{u} \otimes \mathbf{q})
$$

showing a nontrivial intertwinement between the real and the imaginary parts of the variables. Thus, not only that we have to deal with four real-valued vectors per $\mathbf{x} \in \mathbb{C}^{m}$ and $\mathbf{y} \in \mathbb{C}^{n}$, but also that we have to consider their intertwinement which complicates the cost function. Since a real-valued objective function is not differentiable with respect to the complex-valued variables, it seems that a tedious calculation of the derivative with respect to the real and the imaginary parts of the variables is inevitable. It turns out that the difficulty can be circumvented by using the so called Wirtinger derivatives [43,44] to manage the needed differential calculus. As a result, the complex-value gradient can be characterized in an explicit and compact form which helps facilitate the description of numerical methods for solving the problem (6).

In this section, we review the basic idea of Wirtinger calculus. For readers who might not be familiar with this type of calculus, we apply the technique to a complex-valued nonlinear eigenvalue maximization problem as a worked-out example. In the meantime, through this demonstration, we also want to point out how the real-version eigenvalue maximization problem discussed in [20] should be generalized to the complex-version. The twist by the complex values is somewhat subtle.

Suppose that $f: \mathbb{C} \rightarrow \mathbb{R}$ is a given real-valued function over a complex variable $z=x+\imath y$. By regarding the same function as $f(z)=u(x, y)$, the Wirtinger derivatives are defined by

$$
\left\{\begin{array}{l}
\frac{\partial f}{\partial z}:=\frac{1}{2}\left(\frac{\partial u}{\partial x}-l \frac{\partial u}{\partial y}\right),  \tag{7}\\
\frac{\partial f}{\partial \bar{z}}:=\frac{1}{2}\left(\frac{\partial u}{\partial x}+\imath \frac{\partial u}{\partial y}\right),
\end{array}\right.
$$

where all the partial derivatives involved are taken formally with respect to the designated variables. In other words, while we maintain the usual complex conjugate relationship throughout all arithmetic operations involved in the definition of $f(z)$, the two symbols $z$ and $\bar{z}$ are formally regarded as independent with respect to each other.

The definition for scalars can be generalized to functions with multiple variables. However, unlike the Fréchet derivative, the Wirtinger derivative is merely a formality and does not carry any geometric meaning of gauging the rate of change. For our application, we prefer to exploit the Fréchet derivative acting as a linear map on some infinitesimal change of the variables, whence the gradient information of a functional can be retrieved from the Riesz representation theorem [45,46]. The following two lemmas serve as useful tools to bridge the gap.

Lemma 2. Suppose that a given function $f: \mathbb{C}^{n} \rightarrow \mathbb{R}$ can be expressed in the inner product form $f(\mathbf{z})=\langle g(\mathbf{z}, \overline{\mathbf{z}}), h(\mathbf{z}, \overline{\mathbf{z}})\rangle$ for some $g, h: \mathbb{C}^{n} \times \mathbb{C}^{n} \rightarrow$ $\mathbb{C}^{n}$. Suppose also that the formal partial derivatives of $g$ and $h$ with respect to $\mathbf{z}$ and $\overline{\mathbf{z}}$ exist. Then

$$
\left\{\begin{array}{l}
\frac{\partial f}{\partial \mathbf{z}}=\left(\frac{\partial g(\mathbf{z}, \overline{\mathbf{z}})}{\partial \mathbf{z}}\right)^{\top} \overline{h(\mathbf{z}, \overline{\mathbf{z}})}+\left(\frac{\partial \overline{h(\mathbf{z}, \overline{\mathbf{z}})}}{\partial \mathbf{z}}\right)^{\top} g(\mathbf{z}, \overline{\mathbf{z}}),  \tag{8}\\
\frac{\partial f}{\partial \overline{\mathbf{z}}}=\left(\frac{\partial g(\mathbf{z}, \overline{\mathbf{z}})}{\partial \overline{\mathbf{z}}}\right)^{\top} \overline{h(\mathbf{z}, \overline{\mathbf{z}})}+\left(\frac{\partial \overline{h(\mathbf{z}, \overline{\mathbf{z}})}}{\partial \mathbf{z}}\right)^{\top} g(\mathbf{z}, \overline{\mathbf{z}}),
\end{array}\right.
$$

where ${ }^{\top}$ stands for the transpose of a matrix.
Proof. The relationships (8) can be obtained directly from the product rule of the Wirtinger derivative that is already known in the literature. However, for later development, we want to offer a different manipulation by treating the symbols $\mathbf{z}$ and $\overline{\mathbf{z}}$ as if we are dealing with real vectors. Our point is that such a procedure justifies that the classical matrix calculus, which we are more accustomed to, can be used formally when $f$ is highly complicated.

Based on the assumption in the lemma, rewrite $f(\mathbf{z})$ as

$$
f(\mathbf{z})=\langle g(\mathbf{z}, \overline{\mathbf{z}}), \overline{h(\mathbf{z}, \overline{\mathbf{z}})}\rangle_{\mathbb{R}},
$$

where

$$
\langle\mathbf{a}, \mathbf{b}\rangle_{\mathbb{R}}:=\sum_{i=1}^{n} a_{i} b_{i}
$$

stands for the formal inner product as if $\mathbf{a}$ and $\mathbf{b}$ are over the real field. Regarding $\mathbf{z}$ and $\overline{\mathbf{z}}$ as independent variables, we take formally the Fréchet derivative of $f$ as an action on arbitrary $\mathbf{h} \in \mathbb{C}^{n}$. Therefore, denoting the action by ., we obtain by the conventional product rule that

$$
\begin{align*}
\frac{\partial f}{\partial \mathbf{z}} . \mathbf{h} & =\left\langle\frac{\partial g(\mathbf{z}, \overline{\mathbf{z}})}{\partial \mathbf{z}} \cdot \mathbf{h}, \overline{h(\mathbf{z}, \overline{\mathbf{z}})}\right\rangle_{\mathbb{R}}+\left\langle g(\mathbf{z}, \overline{\mathbf{z}}), \frac{\partial \overline{h(\mathbf{z}, \overline{\mathbf{z}})}}{\partial \mathbf{z}} . \mathbf{h}\right\rangle_{\mathbb{R}} \\
& =\left\langle\mathbf{h},\left(\frac{\partial g(\mathbf{z}, \overline{\mathbf{z}})}{\partial \mathbf{z}}\right)^{\top} \overline{h(\mathbf{z}, \overline{\mathbf{z}})}\right\rangle_{\mathbb{R}}+\left\langle\left(\frac{\partial \overline{h(\mathbf{z}, \overline{\mathbf{z}})}}{\partial \mathbf{z}}\right)^{\top} g(\mathbf{z}, \overline{\mathbf{z}}), \mathbf{h}\right\rangle_{\mathbb{R}}, \tag{9}
\end{align*}
$$

where the second equality is obtained by the adjoint formula of matrices as if over the real field. The first equation in (8) is thus obtained via the formal Riesz representation theorem.

For the optimization of a general smooth real-valued function, we need to reassemble its complex-valued gradient from the Wirtinger derivatives. This can easily be accomplished as follows.

Lemma 3. If $f: \mathbb{C}^{n} \rightarrow \mathbb{R}$ is regarded as $f(\mathbf{z})=f(\mathbf{u}, \mathbf{v})$ for $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{n}$, where $\mathbf{z}=\mathbf{u}+\imath \mathbf{v} \in \mathbb{C}^{n}$. Then the "true" gradient of $f$ is given by

$$
\nabla f=\left[\begin{array}{c}
\frac{\partial f}{\partial \mathbf{u}} \\
\frac{\partial f}{\partial \mathbf{v}}
\end{array}\right]=\left[\begin{array}{c}
\frac{\partial f}{\partial \mathbf{z}}+\frac{\partial f}{\partial \overline{\mathbf{z}}} \\
l\left(\frac{\partial f}{\partial \mathbf{z}}-\frac{\partial f}{\partial \overline{\mathbf{z}}}\right)
\end{array}\right] .
$$

We now give two examples to illustrate the convenience offered by the above notions of calculation. The first example is meant to show the straightforwardness if we employ (8) as the conventional matrix calculus. It also provides a preview of how the derivatives are to be taken in the second example. The second example is related to the projective subproblem in [20], but shows the subtle distinction in the expression when complex variables are involved.

Example 1. Consider the quadratic form $q(\mathbf{z})=\mathbf{z}^{*} H \mathbf{z}=\langle H \mathbf{z}, \mathbf{z}\rangle$, where $\mathbf{z} \in \mathbb{C}^{n}$ and $H \in \mathbb{C}^{n \times n}$ is a fixed Hermitian matrix. By identifying $g(\mathbf{z})=H \mathbf{z}$ and $h(\mathbf{z})=\mathbf{z}$ in Lemma 2, we may take the Wirtinger derivatives formally in the spirit of (8) and obtain easily that $\frac{\partial q}{\partial z}=\bar{H} \overline{\mathbf{z}}$ and $\frac{\partial q}{\partial \bar{z}}=H \mathbf{z}$. The same result can also be obtained by going through the far more complicated entry-by-entry calculation based on (7).

Example 2. Given a fixed positive semi-definite matrix $A$ in $\mathbb{C}^{m n \times m n}$, consider the structured rank-1 approximation in the form

$$
\begin{equation*}
\min _{\substack{\lambda \in \mathbb{R}, \mathbf{R} \in \mathbb{C}^{m}, \mathbf{y} \in \mathbb{C}^{n} \\\|\mathbf{x}\|=1,\| \|\| \|=1}}\left\|A-\lambda\left(\mathbf{x x}^{*}\right) \otimes\left(\mathbf{y y}^{*}\right)\right\|_{F}^{2} . \tag{10}
\end{equation*}
$$

We can think of (10) as a special case of (6) with $R=1$, except that $\lambda$ is free from the sum-to-one constraint, i.e., $\lambda$ is a variable. A similar problem can be found in $[20,37,40,41]$. The problem (10) might have multiple local solutions. It is clear that, for given unit vectors $\mathbf{x} \in \mathbb{C}^{m}$ and $\mathbf{y} \in \mathbb{C}^{n}$, the objective function in (10) is minimized only if $\lambda$ is the orthogonal component of $A$ in the direction $(\mathbf{x} \otimes \mathbf{y})(\mathbf{x} \otimes \mathbf{y})^{*}$. Therefore, the minimization problem (10) is equivalent to the problem of maximizing the function

$$
\begin{equation*}
\lambda(\mathbf{x}, \mathbf{y}):=\left\langle A,(\mathbf{x} \otimes \mathbf{y})(\mathbf{x} \otimes \mathbf{y})^{*}\right\rangle \tag{11}
\end{equation*}
$$

subject to the constraints that $\mathbf{x}$ and $\mathbf{y}$ are of unit lengths. For this purpose, define

$$
\begin{equation*}
\mathcal{C}(\mathbf{x}, \mathbf{y}):=\operatorname{reshape}(A(\mathbf{x} \otimes \mathbf{y}), n, m) \in \mathbb{C}^{n \times m} \tag{12}
\end{equation*}
$$

where "reshape" means literally to rearrange the column vector $A(\mathbf{x} \otimes \mathbf{y})$ into an $n$ by $m$ matrix. We now demonstrate how to use the Wirtinger calculus to derive the first order optimality condition of (11) as follows in the proof of the next lemma.

Lemma 4. Assume that $A \in \mathbb{C}^{m n \times m n}$ is positive semi-definite. Then a critical point $(\mathbf{x}, \mathbf{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}$ for the maximization of (11) subject to the unit constraint necessarily satisfies the polynomial system

$$
\left\{\begin{align*}
\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}} & =\lambda(\mathbf{x}, \mathbf{y}) \mathbf{x},  \tag{13}\\
\mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}} & =\lambda(\mathbf{x}, \mathbf{y}) \mathbf{y}
\end{align*}\right.
$$

Proof. To prepare for the Wirtinger calculus, we rewrite $\lambda(\mathbf{x}, \mathbf{y})$ with the definition (12) as

$$
\lambda(\mathbf{x}, \mathbf{y})=\overline{\mathbf{y}}^{\top} \mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}} .
$$

Taking the Wirtinger derivatives with respect to $\overline{\mathbf{x}}$ and $\overline{\mathbf{y}}$, respectively, we see that

$$
\left\{\begin{array}{l}
\frac{\partial \lambda}{\partial \overline{\mathbf{x}}}=\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}, \\
\frac{\partial \lambda}{\partial \overline{\mathbf{y}}}=\mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}} .
\end{array}\right.
$$

Since $\lambda(\mathbf{x}, \mathbf{y})$ is real, we may also write

$$
\lambda(\mathbf{x}, \mathbf{y})=\mathbf{y}^{\top} \overline{\mathcal{C}(\mathbf{x}, \mathbf{y})} \mathbf{x},
$$

and, hence,

$$
\left\{\begin{array}{l}
\frac{\partial \lambda}{\partial \mathbf{x}}=\overline{\mathcal{C}(\mathbf{x}, \mathbf{y})}^{\top} \mathbf{y} \\
\frac{\partial \lambda}{\partial \mathbf{y}}=\overline{\mathcal{C}(\mathbf{x}, \mathbf{y})}^{\mathbf{x}} .
\end{array}\right.
$$

Suppose $\mathbf{x}=\mathbf{u}+\imath \mathbf{v}$ and $\mathbf{y}=\mathbf{p}+\imath \mathbf{q}$ with $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{m}$ and $\mathbf{p}, \mathbf{q} \in \mathbb{R}^{n}$. Using Lemma 3, we can write the gradient of $\lambda(\mathbf{u}, \mathbf{v}, \mathbf{p}, \mathbf{q})$ as

$$
\begin{cases}\frac{\partial \lambda}{\partial \mathbf{u}}=\overline{\mathcal{C}(\mathbf{x}, \mathbf{y})}^{\top} \mathbf{y}+\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}} & =2 \operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right) \\ \frac{\partial \lambda}{\partial \mathbf{v}}=l(\overline{\mathcal{C}(\mathbf{x}, \mathbf{y})} \\ \\ & \left.\mathbf{y}-\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right) \\ \frac{\partial \lambda}{\partial \mathbf{p}}=2 \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right), \\ \frac{\partial \mathcal{C}(\mathbf{x}, \mathbf{y})}{\mathbf{x}}+\mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}} & =2 \operatorname{Re}(\mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}}), \\ \frac{\partial \lambda}{\partial \mathbf{q}}=u(\overline{\mathcal{C}(\mathbf{x}, \mathbf{y})} \mathbf{x}-\mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}}) & =2 \operatorname{Im}(\mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}}),\end{cases}
$$

where Re and Im stand for the real and the imaginary parts, respectively. The projection of $\left[\left(\frac{\partial \lambda}{\partial \mathbf{u}}\right)^{\top},\left(\frac{\partial \lambda}{\partial \mathbf{v}}\right)^{\top}\right]^{\top}$ onto the unit sphere

$$
S^{2 m-1}:=\left\{\left.\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{v}
\end{array}\right] \in \mathbb{R}^{2 m} \right\rvert\,\|\mathbf{u}\|_{2}^{2}+\|\mathbf{v}\|_{2}^{2}=1\right\}
$$

is given by

$$
\left[\begin{array}{l}
2 \operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)  \tag{14}\\
2 \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)
\end{array}\right]-2\left(\mathbf{u}^{\top} \operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)+\mathbf{v}^{\top} \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)\right)\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{v}
\end{array}\right] .
$$

A close examination of $\lambda(\mathbf{x}, \mathbf{y})$ shows that

$$
\begin{aligned}
\lambda(\mathbf{x}, \mathbf{y}) & =\lambda(\mathbf{x}, \mathbf{y})^{\top}=\left(\mathbf{u}^{\top}-\imath \mathbf{v}^{\top}\right)\left(\operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)+\iota \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)\right. \\
& =\left(\mathbf{u}^{\top} \operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)+\mathbf{v}^{\top} \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)\right)+\imath\left(\mathbf{u}^{\top} \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)-\mathbf{v}^{\top} \operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)\right) .
\end{aligned}
$$

Therefore,

$$
\left\{\begin{array}{l}
\mathbf{u}^{\top} \operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)+\mathbf{v}^{\top} \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)=\lambda(\mathbf{x}, \mathbf{y}),  \tag{15}\\
\mathbf{u}^{\top} \operatorname{Im}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)-\mathbf{v}^{\top} \operatorname{Re}\left(\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}\right)=0 .
\end{array}\right.
$$

The first order optimality condition requires that the projected gradient be zero. Together with (14), this condition is equivalent to the expression

$$
\mathcal{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}}-\lambda(\mathbf{x}, \mathbf{y}) \mathbf{x}=0 .
$$

The second equality in (13) can be proved similarly by considering the projection of $\left[\left(\frac{\partial \lambda}{\partial \mathbf{p}}\right)^{\top},\left(\frac{\partial \lambda}{\partial \mathbf{q}}\right)^{\top}\right]^{\top}$ onto the unit sphere $S^{2 n-1}$.
By merely taking the complex conjugation, we may rewrite (13) as

$$
\left\{\begin{align*}
\mathcal{C}(\mathbf{x}, \mathbf{y})^{*} \mathbf{y} & =\lambda(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}}  \tag{16}\\
\mathcal{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}} & =\lambda(\mathbf{x}, \mathbf{y}) \mathbf{y}
\end{align*}\right.
$$

Since $\lambda(\mathbf{x}, \mathbf{y})$ is expected to be maximized, and preferably globally, we find that (16) has an interesting interpretation via the notion of singular value decomposition (SVD) in the following sense.

Lemma 5. Assume that $A$ is positive semi-definite and that $(\mathbf{x}, \mathbf{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}$ is the maximizer for (11). Then $(\lambda, \mathbf{y}, \overline{\mathbf{x}})$ is the dominant singular triplets of $C(\mathbf{x}, \mathbf{y})$, where $\mathbf{y}$ is the dominant left singular vector and $\overline{\mathbf{x}}$ is the dominant right singular vector of $C(\mathbf{x}, \mathbf{y})$.

It must be noted that the matrix $\mathcal{C}(\mathbf{x}, \mathbf{y})$ itself depends nonlinearly on $(\mathbf{x}, \mathbf{y})$, so (16) is a nonlinear singular value problem. An SVD-like iteration based on (16) and the associated convergence theory have been developed recently in our paper [40].

Though it is not a focus point of this paper, we also mention that the first order optimality condition can be expressed as a pair nonlinear eigenvalue problems. The idea is nothing more than a rearrangement of (13). To see the relationship, partition the matrix $A$ into blocks

$$
A=\left[\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 m} \\
A_{21} & T_{22} & \cdots & A_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m 1} & T_{m 2} & \cdots & A_{m m}
\end{array}\right],
$$

where $A_{i j} \in \mathbb{C}^{n \times n}$, and define the so-called $\mathscr{R}$-folding of $A$ via the rearrangement $[47,48]$

$$
\mathscr{R}(A):=\left[\begin{array}{c}
\operatorname{vec}\left(A_{11}\right)^{\top} \\
\mathbf{v e c}\left(A_{21}\right)^{\top} \\
\vdots \\
\operatorname{vec}\left(A_{m m}\right)^{\top}
\end{array}\right] \in \mathbb{C}^{m^{2} \times n^{2}},
$$

where vec represents the conventional vectorization of a matrix by its columns. Define the bilinear operators

$$
\left\{\begin{array}{l}
\mathscr{A}(\mathbf{y}, \overline{\mathbf{y}}):=\operatorname{reshape}(\mathscr{R}(A)(\mathbf{y} \otimes \overline{\mathbf{y}}),[m, m]),  \tag{17}\\
\mathscr{B}(\mathbf{x}, \overline{\mathbf{x}}):=\operatorname{reshape}\left(\mathscr{R}(A)^{\top}(\mathbf{x} \otimes \overline{\mathbf{x}}),[n, n]\right),
\end{array}\right.
$$

over the respective unit spheres. Then it can be shown by direct computation [40] that

$$
\begin{equation*}
\lambda(\mathbf{x}, \mathbf{y})=\left\langle A,(\overline{\mathbf{x}} \otimes \overline{\mathbf{y}})(\mathbf{x} \otimes \mathbf{y})^{\top}\right\rangle_{\mathbb{R}}=\langle\mathscr{A}(\mathbf{y}, \overline{\mathbf{y}}) \mathbf{x}, \overline{\mathbf{x}}\rangle_{\mathbb{R}}=\langle\mathscr{B}(\mathbf{x}, \overline{\mathbf{x}}) \mathbf{y}, \overline{\mathbf{y}}\rangle_{\mathbb{R}} . \tag{18}
\end{equation*}
$$

Observe that for any $\mathbf{p} \in \mathbb{C}^{m}$ and $\mathbf{q} \in \mathbb{C}^{n}$, it holds that

$$
\left.\left.\begin{array}{rl}
\langle\mathscr{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}}, \mathbf{q}\rangle & \left.=\left\langle A,(\overline{\mathbf{x}} \otimes \overline{\mathbf{q}})(\mathbf{x} \otimes \mathbf{y})^{\top}\right)\right\rangle_{\mathbb{R}}
\end{array}=\langle\mathscr{B}(\mathbf{x}, \overline{\mathbf{x}}) \mathbf{y}, \mathbf{q}\rangle, ~ 子, ~(\overline{\mathbf{p}} \otimes \overline{\mathbf{y}})(\mathbf{x} \otimes \mathbf{y})^{\top}\right)\right\rangle_{\mathbb{R}}=\langle\mathscr{A}(\mathbf{y}, \overline{\mathbf{y}}) \mathbf{x}, \mathbf{p}\rangle .
$$

Therefore, it must be that

$$
\left\{\begin{align*}
\mathscr{C}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{x}} & =\mathscr{B}(\mathbf{x}, \overline{\mathbf{x}}) \mathbf{y}  \tag{19}\\
\mathscr{C}(\mathbf{x}, \mathbf{y})^{\top} \overline{\mathbf{y}} & =\mathscr{A}(\mathbf{y}, \overline{\mathbf{y}}) \mathbf{x}
\end{align*}\right.
$$

Substituting (19) into (13), we obtain a different expression of the first order optimality condition as two nonlinear eigenvalue problems.
Lemma 6. Assume that $A \in \mathbb{C}^{m n \times m n}$ is positive semi-definite. Then a critical point $(\mathbf{x}, \mathbf{y}) \in \mathbb{C}^{m} \times \mathbb{C}^{n}$ for the maximization of (11) subject to the unit constraint necessarily satisfies the polynomial system

$$
\left\{\begin{array}{l}
\mathscr{A}(\mathbf{y}, \overline{\mathbf{y}}) \mathbf{x}=\lambda(\mathbf{x}, \mathbf{y}) \mathbf{x},  \tag{20}\\
\mathscr{B}(\mathbf{x}, \overline{\mathbf{x}}) \mathbf{y}=\lambda(\mathbf{x}, \mathbf{y}) \mathbf{y} .
\end{array}\right.
$$

At a glance, it might appear that the expression (20) is the complex generalization of [20, Theorem 5.1 ], which is already described without proof in [37, Equation (85)]. The fundamental difference is at what has been used to define $\mathscr{A}$ and $\mathscr{B}$ in (17). We use the given positive semi-definite matrix $A$, whereas the special matrices $B$ used in [20] and $\sigma$ used in [37] are generally not definite. Without the positive definiteness of the underlying matrix, then by the theory developed in [40] we know that the eigenvalue maximization algorithm for the projective subproblem, which is the core to the DA algorithm proposed in [20], may fail to converge. In fact, our investigation in [40] confirms, both analytically and computationally, that a cyclic behavior of iterates between multiple limit points can happen. This sidetracked comparison is not our main contribution in this paper, but should help answer the open question raised in [20].

## 4. Quantum low-rank separability approximation

In this section, we propose a complex-valued gradient flow approach to tackle the minimization of (6). The Wirtinger calculus will render the projected gradient flow in a concise form. Tactics will be deployed to avoid the infeasibility and automatically satisfy the sum-to-one constraints during the integration. Furthermore, we build in the algorithm the ability to detect redundancy if the rank $R$ is too large to begin with. Our approach then dynamically reduces the rank $R$ from high to low and tries to find the optimal rank which generally is difficult to predetermine in practice.

### 4.1. Gradient flow for quantum low-rank approximation

We first calculate the projected gradient of the objective function in (6). Though in an entirely different setting, it is interesting to see that its first order optimality condition resembles that in Lemma 4.

For convenience, introduce the abbreviations

$$
\begin{align*}
\Theta & =\Theta\left(\lambda_{1}, \ldots, \lambda_{R}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{R}\right) \\
& :=\rho-\sum_{r=1}^{R} \lambda_{r}\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right)\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right)^{*} \in \mathbb{C}^{m n \times m n}, \tag{21}
\end{align*}
$$

and, for each $r \in \llbracket R \rrbracket$,

$$
\left\{\begin{array}{l}
\omega_{r}=\omega_{r}\left(\lambda_{1}, \ldots, \lambda_{R}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{R}\right):=\left\langle\mathbf{x}_{r} \otimes \mathbf{y}_{r}, \Theta\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right)\right\rangle \in \mathbb{R},  \tag{22}\\
\mathscr{C}_{r}=\mathscr{C}_{r}\left(\lambda_{1}, \ldots, \lambda_{R}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{R}\right):=\mathbf{r e s h a p e}\left(\Theta\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right), n, m\right) \in \mathbb{C}^{n \times m}
\end{array}\right.
$$

The following results manifest the capability of the Wirtinger calculus to conveniently facilitate an otherwise laborious calculation.

Lemma 7. Suppose $\mathbf{x}_{r}=\mathbf{u}_{r}+\imath \mathbf{v}_{r}$ and $\mathbf{y}_{r}=\mathbf{p}_{r}+\imath \mathbf{q}_{r}$ with $\mathbf{u}_{r}, \mathbf{v}_{r} \in \mathbb{R}^{m}$ and $\mathbf{p}_{r}, \mathbf{q}_{r} \in \mathbb{R}^{n}$. Suppose that the objective function

$$
\begin{equation*}
g\left(\lambda_{1}, \ldots, \lambda_{R}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{R}\right):=\langle\Theta, \Theta\rangle \tag{23}
\end{equation*}
$$

is expressed as a function of the real variables $\lambda_{r}, \mathbf{u}_{r}, \mathbf{v}_{r}, \mathbf{p}_{r}$, and $\mathbf{q}_{r}, r \in \llbracket R \rrbracket$. Then the portions of the gradient $\nabla g$ with respect to the respective real variables are given by

$$
\left\{\begin{align*}
& \frac{\partial g}{\partial \lambda_{r}}=-2 \omega_{r},  \tag{24}\\
& \frac{\partial g}{\partial\left(\mathbf{u}_{r}, \mathbf{v}_{r}\right)}=-4 \lambda_{r}\left[\begin{array}{l}
\operatorname{Re}\left(\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}\right) \\
\operatorname{Im}\left(\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}\right)
\end{array}\right], \quad r \in \llbracket R \rrbracket . \\
& \frac{\partial g}{\partial\left(\mathbf{p}_{r}, \mathbf{q}_{r}\right)}=-4 \lambda_{r}\left[\begin{array}{l}
\operatorname{Re}\left(\mathscr{C}_{r} \overline{\mathbf{x}}_{r}\right) \\
\operatorname{Im}\left(\mathscr{C}_{r} \overline{\mathbf{x}}_{r}\right)
\end{array}\right],
\end{align*}\right.
$$

Proof. Employing the technique introduced in (9), it can be checked that the Wirtinger partial derivatives of $g$ with respect to the complex variables $\mathbf{x}_{r}, \overline{\mathbf{x}}_{r}, \mathbf{y}_{r}$, and $\overline{\mathbf{y}}_{r}, \llbracket R \rrbracket$ are given by, respectively,

$$
\left\{\begin{array}{l}
\frac{\partial g}{\partial \mathbf{x}_{r}}=-2 \lambda_{r} \overline{\mathscr{C}}_{r}^{\top} \mathbf{y}_{r}  \tag{25}\\
\frac{\partial g}{\partial \overline{\mathbf{x}}_{r}}=-2 \lambda_{r} \mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}, \quad r \in \llbracket R \rrbracket \\
\frac{\partial g}{\partial \mathbf{y}_{r}}=-2 \lambda_{r} \overline{\mathscr{C}}_{r} \mathbf{x}_{r}, \\
\frac{\partial g}{\partial \overline{\mathbf{y}}_{r}}=-2 \lambda_{r} \mathscr{C}_{r} \overline{\mathbf{x}}_{r}
\end{array}\right.
$$

Based on (25), we can reassemble $\nabla g$ block by block with respect to the corresponding real variables $\lambda_{r}, \mathbf{u}_{r}, \mathbf{v}_{r}, \mathbf{p}_{r}$, and $\mathbf{q}_{r}$ via the formula in Lemma 3 to give (24).

Since our problem is constrained to the pure states, we need the projected gradient. Since $g$ is defined over the product space, the projection can be obtained by projecting the blocks of $\nabla g$ onto the corresponding unit spheres, $S^{2 m-1}$ and $S^{2 n-1}$, respectively.

Lemma 8. In terms of complex vectors $\mathbf{x}_{r}$ and $\mathbf{y}_{r}, r \in \llbracket R \rrbracket$, the projected gradients of objective function $g$ can be condensed into the expressions

$$
\left\{\begin{array}{l}
\operatorname{Proj}_{S^{2 m-1}} \frac{\partial g}{\partial\left(\mathbf{u}_{r}, \mathbf{v}_{r}\right)}=-4 \lambda_{r}\left(\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}-\omega_{r} \mathbf{x}_{r}\right),  \tag{26}\\
\operatorname{Proj}_{S^{2 n-1}} \frac{\partial g}{\partial\left(\mathbf{u}_{p}, \mathbf{v}_{q}\right)}=-4 \lambda_{r}\left(\mathscr{C}_{r} \overline{\mathbf{x}}_{r}-\omega_{r} \mathbf{y}_{r}\right),
\end{array} \quad r \in \llbracket R \rrbracket .\right.
$$

Proof. For each $r \in \llbracket R \rrbracket$, it only remains to calculate the orthogonal component the corresponding block of $\nabla g$ in the direction of the pure states. The procedure is analogous to that in the proof of Lemma 4. (For instance, the role of $\mathcal{C}$ of (14) is replaced by the role of $\mathscr{C}_{\mathrm{r}}$.) Similar to (15), we also find from the definition of $\omega_{r}$ in (22) that

$$
\begin{equation*}
\omega_{r}=\mathbf{u}_{r}^{\top} \operatorname{Re}\left(\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}\right)+\mathbf{v}_{r}^{\top} \operatorname{Im}\left(\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}\right)=\mathbf{p}_{r}^{\top} \operatorname{Re}\left(\mathscr{C}_{r} \overline{\mathbf{x}}_{r}\right)+\mathbf{q}_{r}^{\top} \operatorname{Im}\left(\mathscr{C}_{r} \overline{\mathbf{x}}_{r}\right) \tag{27}
\end{equation*}
$$

(That is, the role of $\lambda$ is replaced by the role of $\omega_{r}$.) The analogy holds for each $r \in \llbracket R \rrbracket$. The simple expression (26) indeed represents the projected gradient.

Using the negative projected gradient of the objective function in (6), we now define the complex-valued differential system

$$
\left\{\begin{array}{l}
\frac{d \lambda_{r}}{d t}=2 \omega_{r},  \tag{28}\\
\frac{d \mathbf{x}_{r}}{d t}=4 \lambda_{r}\left(\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}-\omega_{r} \mathbf{x}_{r}\right), \quad r \in \llbracket R \rrbracket, \\
\frac{d \mathbf{y}_{r}}{d t}=4 \lambda_{r}\left(\mathscr{C}_{r} \overline{\mathbf{x}}_{r}-\omega_{r} \mathbf{y}_{r}\right),
\end{array}\right.
$$

where $t$ stands for a dimensionless parameter of time. Note that (28) is a highly coupled differential system because $\Theta$ involved all variables. Unlike the iterative algorithm in [20,37], the differential system updates all variables simultaneously at every given time $t$.

The behavior of gradient dynamics has been well studied in the literature [49-51]. For completion, we mention a few key points related to our problem. First, suppose $\boldsymbol{\xi}(t)$ represents the gradient flow

$$
\begin{equation*}
\frac{\partial \xi}{\partial t}=-\nabla h(\xi) ; \quad \xi(0)=\xi_{0} \tag{29}
\end{equation*}
$$

of a smooth objective function $h: U \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$. Then the flow will continue so long as $\nabla h(\xi)$ is defined. Suppose $\boldsymbol{\xi}(t)$ stays bounded for all $t \geq 0$. The set of accumulation points

$$
\omega\left(\boldsymbol{\xi}_{0}\right):=\left\{\xi^{*} \in \mathbb{R}^{n} \mid \boldsymbol{\xi}\left(t_{\nu}\right) \rightarrow \boldsymbol{\xi}^{*} \text { for some sequence } t_{v} \rightarrow \infty\right\}
$$

is a non-empty, compact, and connected subset of stationary points

$$
\mathcal{C}:=\left\{\xi \in \mathbb{R}^{n} \mid \nabla h(\xi)=0\right\} .
$$

If $\nabla h$ is real analytic in $\xi$, then the well known Łojasiewicz gradient inequality implies that any bounded gradient trajectory is necessarily of finite length [52-54]. The gradient flow therefore must converge globally to a singleton as its limit point [55, Theorem 2.2]. For completeness, we include one such a result below.

Theorem 1. Suppose that $h: U \rightarrow \mathbb{R}$ is real analytic in an open set $U \subset \mathbb{R}^{n}$. Then for any bounded semi-orbit of the gradient flow (29), there exists a point $\xi^{*}$ such that $\boldsymbol{\xi}(t) \rightarrow \xi^{*}$ as $t \rightarrow \infty$.

With respect to our differential system, if we separate the real and the imaginary parts of $\mathbf{x}_{r}$ and $\mathbf{y}_{r}, r \in \llbracket R \rrbracket$, then together with $\lambda_{r}$, there are a total of $2(m+n) R+R$ real variables in which the right hand side of (28) is a polynomial system which is real analytic. Note also that, by construction, the vector field $\frac{d \mathbf{x}_{r}(t)}{d t}$ is tangent to the unit sphere $S^{2 m-1}$, i.e.,

$$
\left\langle\frac{d \mathbf{x}_{r}(t)}{d t}, \mathbf{x}_{r}(t)\right\rangle=\left\langle 4 \lambda_{r}\left(\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}-\omega_{r} \mathbf{x}_{r}\right), \mathbf{x}_{r}\right\rangle=0, \quad r \in \llbracket R \rrbracket .
$$

The trajectories of $\mathbf{x}_{r}(t)$ and $\mathbf{y}_{r}(t), r \in \llbracket R \rrbracket$, stay on the unit sphere $S^{2 m-1}$ and $S^{2 n-1}$ for all $t$, respectively.
If we can guarantee that $0 \leq \lambda_{r}(t) \leq 1, r \in \llbracket R \rrbracket$ while staying on an analytic descend flow, then by Theorem 1 the flow $\left(\lambda_{r}(t), \mathbf{x}_{r}(t), \mathbf{y}_{r}(t)\right), r \in \llbracket R \rrbracket$ must converge to a single limit point. Indeed, for our problem, it is necessary to satisfy the nonnegativity condition $\lambda_{r}(t) \geq 0$ and the sum-to-one condition $\sum_{r=1}^{R} \lambda_{r}(t)=1$. Toward this end, we now explain how to slightly modify (28) to meet these conditions while keeping an analytic gradient flow and, hence, enjoy the global convergence.

### 4.2. Maintaining nonnegativity and rank reduction

We first address the task of keeping $\lambda_{r}(t) \geq 0$ for all $r \in \llbracket R \rrbracket$. In fact, the need of maintaining nonnegativity in solutions when solving ordinary differential equations has been widely observed in many other applications. See [56] for a brief history of development on this subject and a collection of examples that illuminate the difficulties of imposing nonnegativity. A variety of strategies for enforcing nonnegativity have long been proposed and tested in the literature. The numerical ODE package in the popular computing platform MATLAB, for example, has the option of NonNegative that implements several carefully thought-through and articulated devices, such as redefining the differential equations outside the feasible region, imposing an additional absolute error tolerance on the components that violate the constraint, performing continuous interpolation for the solution between mesh points, and moving along the constraint [57,58].

For our application, we do not need to employ the full scope of these devices. Instead, we adopt the following strategies:

1. Event detection: Use an event function to detect when any $\lambda_{r}(t), r \in \llbracket R \rrbracket$ becomes zero during the integration. Most modern programming languages using array operations have the ability to efficiently test whether a barrier of zero is crossed. The option Events of the odeset function in MATLAB, for example, can determine if $\lambda_{r}(t)$ is decreasing from a positive value to zero and report the time $\widehat{t}$ up to the specified precision when such a crossing happens. When such an event occurs, we terminate the integration and call for a restart from the current position with an adjustment described below.
2. Rank deduction: Generally we do not know a priori of an appropriate value of the rank $R$. Rank determination is in fact an open question. When the event $\left.\lambda_{r} \widehat{t}\right)=0$ is detected for one particular value $r$ and time $\widehat{t}$, the term $\lambda_{r}\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right)\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right)^{*}$ contributes nothing to the objective value $g$ in (23) at that instant. In the meantime, the entire vector field in (28) as a whole continues to decrease, at least momentarily, the objective value $g$ without the contribution of the term $\lambda_{r}\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right)\left(\mathbf{x}_{r} \otimes \mathbf{y}_{r}\right)^{*}$. Furthermore, by the definition of an event, we should have the behavior that $\lambda_{r}(t)$ is decreasing from a positive value to zero, i.e., $\frac{d \lambda_{r}}{d t}(\widehat{t}) \leq 0$. Continuing the integration even with a small step size will certainly violate the nonnegative constraint. Continuing to move along the constraint with $\lambda_{r}(t)=0$ is also of no point because it does not help improve the objective value. For these reasons, we decide to drop this term entirely. The rank $R$ in the summation of (21) is decreased by 1 . In this way, we build in our algorithm the capability of starting with a rather large $R$ and then dynamically lowering the rank $R$ when a certain component is not needed. Using a large number of $R$ to begin with may seem redundant first, but it enhances the flexibility of searching in more directions, which might give the flow an advantageous vantage to move into a better solution. The rank reduction mechanism, on the other hand, helps to filter out unnecessary directions.
3. Ratchet restart: When an event $\lambda_{r}(\widehat{t})=0$ is detected and after the corresponding component is dropped, we use the remaining $\left.\left(\lambda_{s}(\widehat{t}), \mathbf{x}_{s}(\widehat{t}), \mathbf{y}_{s} \widehat{t}\right)\right), s \in \llbracket R \rrbracket \backslash\{r\}$, as the initial values and restart the integration. In this way, the currently attained objective value will continue to be ratcheted downward.

### 4.3. Maintain sum-to-one

Suppose that initially $\lambda_{r}(0)>0, r \in \llbracket R \rrbracket$, and $\sum_{r=1}^{R} \lambda_{r}(0)=1$. To satisfy the constraint $\sum_{r=1}^{R} \lambda_{r}(t)=1$ for all $t \geq 0$, it is necessary to impose the consistency condition

$$
\begin{equation*}
\sum_{r=1}^{R} \frac{d \lambda_{r}(t)}{d t}=0, \quad \text { for all } t \geq 0 \tag{30}
\end{equation*}
$$

which may not hold in the dynamical system defined by (28). We propose to remedy the situation by modifying the flow for $\lambda_{r}(t)$ to

$$
\begin{equation*}
\frac{d \lambda_{r}}{d t}=2\left(\omega_{r}-\widetilde{\omega}\right), \quad r \in \llbracket R \rrbracket, \tag{31}
\end{equation*}
$$

where $\widetilde{\omega}:=\frac{\sum_{r=1}^{R} \omega_{r}}{R}$, while the original governing equations for $\frac{d \mathbf{x}_{r}}{d t}$ and $\frac{d \mathbf{y}_{r}}{d t}, r \in \llbracket R \rrbracket$ are kept invariant. By (31), the condition (30) is satisfied, but the resulting system is no longer in the steepest descent direction. It is important to show that with (31) we still have a descent flow.

Lemma 9. Let $Z(t)$ denote the newly defined flow

$$
Z(t):=\left(\lambda_{1}(t), \ldots, \lambda_{R}(t), \mathbf{x}_{1}(t), \ldots, \mathbf{x}_{R}(t), \mathbf{y}_{1}(t), \ldots, \mathbf{y}_{R}(t)\right) .
$$

Then the objection value of $g$ is descending along the trajectory $Z(t)$.

Proof. Observe that

$$
\begin{aligned}
\frac{d g(Z(t))}{d t} & =\nabla g(Z(t)) \cdot \frac{d Z(t)}{d t} \\
& =\sum_{r=1}^{R} \frac{d g}{d \lambda_{r}} \frac{d \lambda_{r}}{d t}+\sum_{r=1}^{R}\left\langle\frac{d g}{d\left(\mathbf{u}_{r}, \mathbf{v}_{r}\right)},\left[\begin{array}{c}
\frac{d \mathbf{u}_{r}}{d t} \\
\frac{d \mathbf{v}_{r}}{d t}
\end{array}\right]\right\rangle+\sum_{r=1}^{R}\left\langle\frac{d g}{d\left(\mathbf{p}_{r}, \mathbf{q}_{r}\right)},\left[\begin{array}{c}
\frac{d \mathbf{p}_{r}}{d t} \\
\frac{d \mathbf{q}_{r}}{d t}
\end{array}\right]\right\rangle \\
& =\sum_{r=1}^{R} \frac{d g}{d \lambda_{r}} \frac{d \lambda_{r}}{d t}-16 \sum_{r=1}^{R} \lambda_{r}^{2}\left(\left\|\mathscr{C}_{r}^{\top} \overline{\mathbf{y}}_{r}\right\|^{2}-\omega_{r}^{2}\right)-16 \sum_{r=1}^{R} \lambda_{r}^{2}\left(\left\|\mathscr{C}_{r} \overline{\mathbf{x}}_{r}\right\|^{2}-\omega_{r}^{2}\right) .
\end{aligned}
$$

By (27), each term in the last two summations is nonnegative. On the other hand, observe the first summation that

$$
\sum_{r=1}^{R} \frac{d g}{d \lambda_{r}} \frac{d \lambda_{r}}{d t}=-4 \sum_{r=1}^{R} \omega_{r}\left(\omega_{r}-\widetilde{\omega}\right)=-4\left(\sum_{r=1}^{R} \omega_{r}^{2}-\frac{1}{R}\left(\sum_{r=1}^{R} \omega_{r}\right)^{2}\right) \leq 0
$$

where the last inequality follows from the Cauchy-Schwarz inequality and by the fact that $\omega_{r} \in \mathbb{R}, r \in \llbracket R \rrbracket$. In all, we have proved that $g(Z(t))$ is a decreasing function in $t$.

## 5. Numerical experiment

In this section we carry out some numerical experiments to demonstrate the different features in our algorithm, i.e., the descent property of the objective function, the dynamical adjustment of the rank, and the sum-to-one constraint. Since all desired properties have been built in our differential system, any available ODE integrator can be used as a computational tool. The following experiments are performed on a MacBook Pro laptop with Quad-Core Intel Core i5 @ 2.4 GHz processor and 16GB RAM by using MATLAB, version 2020b, as the computing platform.

For demonstration purposes, we employ the ODE suite in MATLAB for our experiments. We make no attempt to fine tune the code for efficiency, so the only options we have chosen are to turn on the event finder Events and to set the local error tolerance at AbsTol $=10^{-12}$ and RelTol $=10^{-12}$. Since we know in theory that our flow will converge, it is expected that eventually the integrator can choose a fairly large step size even at this high precision. We purposefully let the integration go for a long period of time to demonstrate the general dynamics.

We should point out that the framework we have set up in the work is for a general bipartite quantum mechanical system with states $\mathbf{x}_{r} \in \mathbb{C}^{m}$ and $\mathbf{y}_{r} \in \mathbb{C}^{n}, r \in \llbracket R \rrbracket$, where $m$ and $n$ are arbitrary positive integers. For quantum information applications, the number of qubits used in the system is more relevant. In this case, the dimensions of the underlying Hilbert spaces will grow exponentially in the number of qubits. Recall that a $d$-qubit system is represented by $\left(\mathbb{C}^{2}\right)^{\otimes d}=\mathbb{C}^{2} \otimes \ldots \otimes \mathbb{C}^{2}$. A state in a $d$-qubit system can be thought of as a complex vector of dimension $2^{d}$. One could regard $\left(\mathbb{C}^{2}\right)^{\otimes d}$ as an $d$-partite entangled system of $\mathbb{C}^{2}$ which we have not considered yet in this paper. Or, if we split $d=p+q$, then we could consider $\left(\mathbb{C}^{2}\right)^{\otimes d}=\left(\mathbb{C}^{2}\right)^{\otimes p} \otimes\left(\mathbb{C}^{2}\right)^{\otimes q}$ as a bipartite entanglement of $\left(\mathbb{C}^{2}\right)^{\otimes p}$ and $\left(\mathbb{C}^{2}\right)^{\otimes q}$. In the latter case, if we take $m=2^{p}$ and $n=2^{q}$, then our method is applicable.

We test out the different features of our method through the following four experiments. The first two experiments are cast against general $m$ and $n$. The last two experiments are against a 4 -qubit system and a 2 -qubit system, respectively.

Experiment 1. This experiment is designed to examine the dynamical adjustment of $R$. We first generate a test matrix

$$
\rho=\sum_{r=1}^{6} \lambda_{r}\left(\mathbf{x}_{r} \mathbf{x}_{r}^{*}\right) \otimes\left(\mathbf{y}_{r} \mathbf{y}_{r}^{*}\right)
$$

with randomly generated unit vectors $\mathbf{x}_{r}, \mathbf{y}_{r} \in \mathbb{C}^{5}$ and $\lambda_{r}>0, r \in \llbracket 6 \rrbracket$, satisfying $\sum_{r=1}^{6} \lambda_{r}=1$, as the target. In other words, from the beginning, $\rho \in \mathbb{C}^{25 \times 25}$ is already separable in itself with rank 6 . We are interested in finding out whether $\rho$ can be completely recovered by our method. Pretending that we do not know this exact rank, we consider the approximation problem (6) with artificially high values of $R$. During the integration, our code monitors the event to see if $\lambda_{r}(\widehat{t})=0$ for some $r \in \llbracket R \rrbracket$ at some $\widehat{t}$. When such an event is detected, our code lowers the value of $R$ by 1 and restarts.

Plotted in Fig. 1 are results from an experiment with $R=20$ initially. The descent property of the objective function $g$ defined in (23) along the solution trajectory is shown in Fig. 1(a). Also in the drawing are a total of 14 circular marks indicating the specific time $\hat{t}$ at which one of the $\lambda_{r}$ values becomes zero. The total dynamics of $\lambda_{r}(t), r \in \llbracket 20 \rrbracket$, is recorded in Fig. 1(b). Note the termination of some of the $\lambda_{r}(t)$ curves because an event is detected for that particular $\lambda_{r}(t)$. The same event detection criteria are applied and the event time can be determined accurately via high-order interpolation [58]. However, partly due to the logarithmic scale in the drawing and partly due to the variable steps in the integrator, the resolution may not manifest the fact that all downward $\lambda_{r}(t)$ curves are stopped at the same level of diminishing zero. At the end of integration, the rank is indeed reduced to $R=6$ and the objective value is nearly zero in this particular example.

We do need to point out that, while the original (separable) $\rho$ is almost perfectly approximated, even with the same number ( $R=6$ ) of components, the ultimate reconstructed data $\left\{\left(\lambda_{r}, \mathbf{x}_{r}, \mathbf{y}_{r}\right)\right\}$ are not necessarily the same as those used to generate the test matrix $\rho$. This is because the decomposition of $\rho$ is not unique.

We should also point out that in some other runs with different starting values, the rank $R$ is still reduced as expected but may be to an integer slightly larger than the original number 6 . This observation indicates that the problem (6), being nonlinear, might have multiple local solutions and that the limit points depend on the starting values.

Experiment 2. This experiment is designed to examine the preservation of sum-to-one property. We generate a positive definite matrix $\rho \in \mathbb{C}^{40 \times 40}$ randomly and seek its approximation by $\mathbf{x}_{r} \in \mathbb{C}^{8}$ and $\mathbf{y}_{r} \in \mathbb{C}^{5}$. Suppose we preset $R=10$ in the approximation. Since it is unlikely that the randomly generated $40 \times 40$ matrix $\rho$ can be separated by less than 10 components, we do not expect that the rank $R$ will be reduced.

Starting with four sets of randomly generated starting values, the evolution of the objective values is plotted in Fig. 2(a). This is a hard problem in that at $t=10^{4}$ the flows have not reached convergence yet, but their descent property is clear. It is also likely they will converge to different optimal values.

What is most interesting is that, despite a long time of integration, we find in Fig. 2(b) that within a fairly narrow window of approximately $10^{-8}$, the property $\sum_{r=1}^{10} \lambda_{r}=1$ is reasonably preserved. The non-smooth fluctuations at the beginning of each integral curve might cause misgivings but can easily be explained. First, this drawing is at a microscopic scale of $10^{-8}$ along the $y$-axis. Second, the numerical integrator is using variable step sizes along the $x$-axis. Such a fluctuation is within the range of expectation. This experiment confirms that our strategy for maintaining both sum-to-one and descent achieves its goal.

Experiment 3. This experiment is designed to examine the effect of $R$ on the quality of approximation. Most ODE integrators are implemented to handle real-valued problems. To integrate our modified complex-valued gradient flow, we must deal with $(2 m+2 n+1) R$ real variables. In this experiment, we choose to work on a 4-qubit system where $d=4$ is split as $2+2$. Therefore, $m=n=2^{2}$ and this is an entanglement of two 2 -qubit subsystems. We randomly generate a positive matrix $\rho \in \mathbb{C}{ }^{16 \times 16}$. We increase $R$ from 5 to 20 by 1 and compare the objective values. Understandably, this is not a fair comparison because each problem requires $17 R$ randomly generated starting values, which thus are unavoidably distinct, and the solution trajectories vary according to the starting values. However, assuming


Fig. 1. History of objective values and variation of $\lambda_{r}$ values.
that the trend in Experiment 2 is typical, we would like to attain a general impression on the effect when different values of $R$ are used. Note that the number of variables for the ODEs varies from 85 to 340 , so even for an entangled 2-qubit bipartite system the calculation is demanding.

The evolution of the objective values is recorded in Fig. 3. Colors refer to different choices of $R$, including some restarts when an event is detected and $R$ is reduced. Some initial segments of the curves are not shown due to the scaling. The trend of these curves is in agreement with what is already expected. What matters is the summary in Table 1 of the optimal objective values, where $R_{\text {final }}$ denotes the final rank. We see that in order to approximate this random matrix $\rho \in \mathbb{C}^{16 \times 16}$, no event happens if we start with a rank $R \leq 14$. We also notice that the optimal objective values recorded in the third row get larger when $R$ gets lower. On the other hand, if we begin with $R \geq 15$, then events do happen and our rank reduction mechanism kicks in. Not all of the tests return the same $R_{\text {final }}$. In this particular case $R=15$, we observe that the rank is reduced to 13 but with a slightly larger optimal value. This is perhaps an indication that the flow is trapped at a local solution. It seems that $R \approx 15$ is the borderline case.

Experiment 4. This final experiment is designed for two purposes. One is to examine how the dynamical approach can serve as a tool to qualify the entanglement of a realistic problem. The other is to make a comparison of the converging behavior with the DA algorithm. Consider the 2-qubit system $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$ with the natural basis

$$
|00\rangle=\left[\begin{array}{ll}
1 & 0  \tag{32}\\
0 & 0
\end{array}\right], \quad|01\rangle=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad|10\rangle=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], \quad|11\rangle=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
$$

In quantum information applications, it is often prefer to use the Bell states or the EPR pairs


Fig. 2. Effect of starting values and preservation of $\sum_{r=1}^{10} \lambda_{r}=1$.

$$
\left\{\begin{aligned}
\left|\Phi^{+}\right\rangle & :=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) \\
\left|\Phi^{-}\right\rangle & :=\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle) \\
\left|\Psi^{+}\right\rangle & :=\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle) \\
\left|\Psi^{-}\right\rangle & :=\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle)
\end{aligned}\right.
$$

which exemplify perhaps the simplest but maximally entangled pure states [14,27,59-61]. With respect to the natural basis (32), the matrix representations of the states $\left|\Phi^{+}\right\rangle,\left|\Phi^{-}\right\rangle,\left|\Psi^{+}\right\rangle,\left|\Psi^{-}\right\rangle$are

$$
\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], \frac{1}{\sqrt{2}}\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

respectively. The corresponding density matrices $\rho_{\left|\Phi^{+}\right\rangle}=\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|$and so on should be order-4 tensors but in terms of the Kronecker product can be expressed as

$$
\frac{1}{2}\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{array}\right], \quad \frac{1}{2}\left[\begin{array}{cccc}
1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right], \frac{1}{2}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \frac{1}{2}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

respectively. We shall use the probability ensemble


Fig. 3. Effect of $R$ on the approximation.

Table 1
Final ranks ( $R_{\text {final }}$ ) and optimal objective values (optimal) obtained from different values of $R$.

| $R$ | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $R_{\text {final }}$ | no change |  |  |  |  |  |  |  | 19 | 20 |  |  |  |  |
| optimal $\left(\times 10^{-4}\right)$ | 338 | 279 | 220 | 165 | 121 | 88 | 62 | 49 | 37 | 28 | 66 | 24 | 24 | 24 |

$$
\rho:=\frac{1}{5} \rho_{\left|\Phi^{+}\right\rangle}+\frac{2}{5} \rho_{\left|\Phi^{-}\right\rangle}+\frac{2}{5} \rho_{\left|\Psi^{+}\right\rangle}=\left[\begin{array}{cccc}
0.3 & 0 & 0 & -0.1 \\
0 & 0.2 & 0.2 & 0 \\
0 & 0.2 & 0.2 & 0 \\
-0.1 & 0 & 0 & 0.3
\end{array}\right]
$$

of three Bell states as our target matrix [15]. It can be checked that the density matrix $\rho$ is still not separable [14,17].
Stating from $R=20$ and randomly generated complex-valued initial values, we call for our flow approach to estimate the nearest separable state of $\rho$. The evolutions of the rank reduction and objective values are plotted in Fig. 4(a) and (b), respectively. While the objective values keep descending, the rank is reduced from $R=20$ to $R_{\text {final }}=6$.

We are curious about how the DA algorithm proposed in $[20,37]$ will handle this problem. Since not many implementation details are given in the original paper, we have to develop our own code by following the general ideas described in [20,37]. Our understanding is that the DA algorithm consists of the recurrence of two parts each of which is fairly involved. The first part is to solve alternatively a sequence of projective subproblems for eigenvalue maximization. This is the place where we have commented earlier in Sections 2 and after Lemma 6 that the convergence could become an issue, both theoretically and numerically. Regardless, the original stopping criterion proposed in [20] is when two successive iterates ( $\mathbf{x}^{[p]} \otimes \mathbf{y}^{[p]}$ ) and ( $\mathbf{x}^{[p+1]} \otimes \mathbf{y}^{[p+1]}$ ) are sufficiently aligned. In view of (20), we adopt a more rigorous stopping criterion by requiring

$$
\left\|\left[\begin{array}{l}
\mathscr{A}\left(\mathbf{y}^{[p+1]}, \overline{\mathbf{y}}^{[p+1]}\right) \mathbf{x}^{[p+1]}-\lambda\left(\mathbf{x}^{[p+1]}, \mathbf{y}^{[p+1]}\right) \mathbf{x}^{[p+1]} \\
\mathscr{B}\left(\mathbf{x}^{[p+1]}, \overline{\mathbf{x}}^{[p+1]}\right) \mathbf{y}^{[p+1]}-\lambda\left(\mathbf{x}^{[p+1]}, \mathbf{y}^{[p+1]}\right) \mathbf{y}^{[p+1]}
\end{array}\right]\right\|_{F} \leq 10^{-12}
$$

in our simulation. After collecting all vectors ( $\mathbf{x}_{r}, \mathbf{y}_{r}$ ) from the preceding calculation, the second part is to find their best possible convex combination to minimize the objective function. If any coefficient becomes zero, the corresponding term is removed; otherwise, the rank $R$ will grow whenever new vectors from the first part of calculation are added. To facilitate the calculation, we employ the existing MATLAB optimization package to deal with the constrained minimization and mimic the rule of removing the triple ( $\lambda_{r}, \mathbf{x}_{r}, \mathbf{y}_{r}$ ) whenever $\lambda_{r}<10^{-12}$ for some $r \in \llbracket R \rrbracket$. The evolutions of the rank growth and objective values are plotted in Fig. 5(a) and (b), respectively. While the objective values have the general trend of descending, the rank grows to $R_{\text {final }}=241$.

Though the comparison is only preliminary, some observations are worth mentioning. It appears that the DA algorithm can reduce the objective value more rapidly than the gradient dynamics approach at the beginning (Fig. 4). However, it comes at the cost of increasing the rank $R$ sharply. By the time it reaches convergence, the $R_{\text {final }}=241$ for the DM algorithm is significantly larger the $R_{\text {final }}=6$ for our gradient flow approach. In contrast to the gradient flow, note also that the DA algorithm cannot guarantee to decrease the objective value monotonically. This probably can be explained by the fact that the projective subproblem can only receive a local solution which, thus, propagates to a non-optimal result. In contrast, we see that the objective values obtained from the gradient flow approach keep descending


Fig. 4. Low rank approximation via the gradient dynamics.
monotonically. By the time we terminate the integration, the objective value $\approx 10^{-6}$ is already one order lower than the optimal value by the DA algorithm. It suggests that this gradient flow approach is easy to implement, is more robust, and can find a better approximation at a relatively low rank.

## 6. Conclusion

Low rank approximation for entangled bipartite quantum systems is an interesting but challenging task. It is interesting because of its potential application as a way to certify the quality of an entanglement. It is challenging because the computation is complicated by the involvement of complex variables and the curse of dimensionality. Conventional ALS-type methods generally are ineffective.

This paper describes a complex-valued gradient dynamics for the low rank approximation problem. Using the Wirtinger calculus, we effectively avoid the otherwise tedious algebraic manipulations. Any existing ODE integrators can readily be used to obtain numerical results that might help shed some light into the entangled bipartite systems. The global convergence from any starting point to a local solution is guaranteed by existing mathematical theory. Also built in the gradient flow is the capability of continuously enforcing the probability distribution of the pure states and adaptively reducing the terms used in the approximation. Exactly determining whether a density matrix is entangled or not is NP hard. Our numerical approach, though finding possibly only a local optimum, offers some quantitative information for gauging the quality of entanglement. Our technique might serve as a basic tool when exact quantification is hard to come by.

There are still many unsettled issues. Future work includes exploiting the structure of the projected gradient to gain more computational efficiency, experimenting with maximally allowable $d$-qubit systems subject to the memory constraint, and generalizing the technique to multipartite systems. When the latter is ready, we may also have a tool to study the effect on various splittings of a given $d$-qubit systems.


Fig. 5. Low rank approximation via the DA algorithm.
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