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Abstract

The inverse problem of constructing a real symmetric Toeplitz matrix based on
two prescribed eigenpairs is considered� Two new results are obtained� First we show
that the dimension of the subspace of Toeplitz matrices with two generically prescribed
eigenvectors is independent of the size of the problem� and in fact is either two� three
or four� depending upon whether the eigenvectors are symmetric or skew�symmetric
and whether n is even or odd� This result is quite notable in that when only one
eigenvector is prescribed the dimension is known to be at least ��n � ����	� Taking
into account the prescribed eigenvalues� we then show how each unit vector in the null
subspace of a certain matrix uniquely determines a Toeplitz matrix that satis
es the
prescribed eigenpairs constraint� The cases where two prescribed eigenpairs uniquely
determine a Toeplitz matrix are explicitly characterized�

Key words� Toeplitz matrix� eigenvector� inverse problem
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�� Introduction�

A real n� n matrix T � �tij� is symmetric and Toeplitz if there exist real scalars
r�� � � � � rn such that

tij � rji�jj��

for all i and j� Clearly a symmetric Toeplitz matrix is uniquely determined by the
entries of its 
rst column� Thus we shall denote a symmetric Toeplitz matrix by T �r�
if its 
rst column is given by the vector r � Rn�

Due to their role in important applications like the trigonometric moment problem�
the Szeg�o theory and the signal processing� many properties of Toeplitz matrices have
been studied over the years� For example� ecient algorithms have been devised to
solve a Toeplitz system of equations in O�n�� time� Brief discussion of algorithms
and more references for solving Toeplitz systems can be found in ��� Section ���	� In
this paper� we are more interested in the spectral properties of a symmetric Toeplitz
matrix�

It is easy to see that if Tv � �v and � is an eigenvalue of multiplicity one� then
either Ev � v or Ev � �v where E � �eij� � Rn�n is the exchange matrix de
ned by

eij �

�
�� if i� j � n� ��
�� otherwise�

Accordingly� we shall call such an eigenvector either symmetric or skew�symmetric�
For eigenvalues of multiplicity greater than one� the corresponding eigenspace has an
orthonormal basis which splits as evenly as possible between symmetric and skew�
symmetric eigenvectors ��� Theorem �	� Thus it is sensible to say that the eigenvectors
of a symmetric Toeplitz matrix can be split into two classes� More speci
cally� as any
symmetric centrosymmetric matrix ��� Theorem �	� a symmetric Toeplitz matrix of or�
der n has dn��e symmetric and bn��c skew�symmetric eigenvectors� For convenience�
we shall use ���T � and ���T � to denote� respectively� the spectrum of eigenvalues
corresponding to symmetric and skew�symmetric eigenvectors� Other spectral prop�
erties of Toeplitz matrices can be found in ��� �� �� ��	 and the references contained
therein�

The inverse Toeplitz eigenvalue problem �ITEP� has been an interesting yet dif�

cult question studied in the literature� The problem is to 
nd a vector r � Rn such
that the Toeplitz matrix T �r� has a prescribed real spectrum f��� � � � � �ng� At present�
the ITEP remains unsolved when n � � ��	� Partial results and numerical algorithms
for the ITEP can be found in� for example� ��� �� �� ��	�

In ��� Theorem �	 it is claimed that any real n�n matrix which has a set of n real
orthonormal eigenvectors� each being either symmetric or skew�symmetric� is both
symmetric and centrosymmetric� Apparently it is another interesting and dicult
problem to identify an orthogonal matrix so that its columns are eigenvectors of some
Toeplitz matrix�

In ��	 it is proved that being symmetric or skew�symmetric is sucient for a single
vector to be an eigenvector of a Toeplitz matrix� In fact� let

S��v� �� fr � RnjT �r�v � �g���

denote the collection of �the 
rst columns of � all symmetric Toeplitz matrices for
which v is an eigenvector corresponding to the eigenvalue �� It can be shown that

�



S��v� is a linear subspace with dimension ��� Corollary �	

dim�S��v�� � n � ��v����

where

��v� ��

�
dn��e if v is symmetric�
bn��c if v is skew�symmetric

���

is called the index of v� Clearly T �r�v � �v if and only if r � �w � S��v�� where
w � ��� �� � � � � �	T is the 
rst standard basis vector in Rn� Thus the set

S�v� �� fr � RnjT �r�v � �v for some � � Rg���

is precisely the direct sum � w � �S��v��
Suppose now fv���� � � � � v�k�g� k � �� is a set of real orthonormal vectors� each

being symmetric or skew�symmetric� Then �k
i��S�v

�i�� contains all symmetric Toeplitz
matrices for which each vi is an eigenvector� Evidently� w � S�v�i�� for all i� So
�k
i��S�v

�i�� is at least of dimension �� An interesting question then is
Problem �� Obtain a non�trivial lower bound on the dimension of

Tk
i�� S�v

�i���
Toward this end� we show in this paper that for the case k � �� the dimension ofT�

i�� S�v
�i�� is almost always independent of of the size of the problem� and in fact is

either two� three or four� depending upon whether the eigenvectors are symmetric or
skew�symmetric�

In view of the ITEP� another interesting inverse problem is
Problem �� Given a set of real orthonormal vectors� fv���� � � � � v�k�g� k � ��

each symmetric or skew�symmetric� and a set of real numbers f��� � � � � �kg� �nd a
symmetric Toeplitz matrix T �other than a scalar matrix� such that

Tv�i� � �iv
�i�� i � �� � � � � k����

We note in Problem � that T is required to be Toeplitz� thus the description of the
given eigenpairs cannot be totally arbitrary� For instance� it is improper to request that
all vectors be symmetric while k � dn��e� We recall a conjecture in ��	 that a universal
distribution of eigenvalues for Toeplitz matrices should be such that ���T � and ���T �
interlace� Thus a Toeplitz matrix whose spectrum does not satisfy the interlaced
distribution is perhaps more dicult to 
nd ��	� On the other hand� as far as Problem �
is concerned� there is a possibility that the remaining unspeci
ed eigenpairs could make
up the total spectrum so that the interlaced condition is eventually realized�

For the case k � �� we show in this paper that in each direction in the subspaceT�
i�� S�v

�i�� there is one and only one Toeplitz matrix for Problem �� In particular�
we show that if n is odd and if at least one of the given eigenvectors is symmetric� or
if n is even and one eigenvector is symmetric and the other is skew�symmetric� then
the Toeplitz matrix is uniquely determined�
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�� An Example�

As we shall only consider the case k � � throughout the paper� it is more conve�
nient to denote� henceforth� the eigenvectors v��� and v��� by u and v� respectively�

We begin our study of the set S�u��S�v� with the special case where n � �� The
example should shed some insights on higher dimensional case�

Due to the special eigenstructure of symmetric Toeplitz matrices� it is neces�
sary that one of the two given eigenvectors� say u� must be symmetric� Denote
u � �u�� u�� u�	

T where �u�
� � u�� � �� It can also be proved that the skew�symmetric

vector �u � ���
p
�� �����p�	T is a universal eigenvector for every symmetric Toeplitz

matrix of order �� Thus� given u� we imply from the orthogonality condition that the
second prescribed eigenvector v must be either the second or the third column of the
matrix

Q �

�
��
u�

�p
�

� u�p
�

u� � u�
p
�

u� � �p
�

� u�p
�

�
�� ����

In other words� one symmetric eigenvector completely determines all three orthonor�
mal eigenvectors �up to a � sign�� It follows� from ��	� that dimS�u��S�v� � �� �Note
that if the orthogonality condition is violated� then trivially S�u�� S�v� �� w ���

Let � � diagf��� ��� ��g� We already know Q�QT is a centrosymmetric matrix�
It is not dicult to see that Q�QT is Toeplitz if and only if

��u�
� � �����

��
�
� �

�

�
� �u�

���� � �����

From ���� the following facts can easily be observed�
Lemma ���� Let �u�� � u�� � �� Then�
�� If �� and �� are given scalars� there is a unique symmetric Toeplitz matrix T

such that

T

�
��
u� � u�p

�

u� u�
p
�

u� � u�p
�

�
�� �

�
��
u� � u�p

�

u� u�
p
�

u� � u�p
�

�
��
�
�� �
� ��

�
����

�� If u� �� �p��� and �� and �� are given scalars� there is a unique symmetric
Toeplitz matrix T such that

T

�
��
u�

�p
�

u� �
u� � �p

�

�
�� �

�
��
u�

�p
�

u� �
u� � �p

�

�
��
�
�� �
� ��

�
����

	� If u� � �p��� then there are in�nitely many symmetric Toeplitz matrices T
which satisfy �
� if �� � ��� however� if �� �� ��� then �
� does not hold for
any symmetric Toeplitz matrix T �
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�� General Consideration�

We now consider the case for general n� When v is an eigenvector� the idea of
rewriting the matrix�vector product ��	

T �r�v �M�v�r����

can be very useful� It is easy to see that
Lemma ���� The columns of M�v� have the same symmetry as v has� That is�

EM�v� � �M�v� if and only if Ev � �v�
Thus only the 
rst ��v� rows ofM�v� need to be considered� For convenience� let

p �� dn��e and let N�v� denote the p� n submatrix of the 
rst p rows of M�v�� It is
easy to verify that N�v� can be decomposed into blocks�

N�v� � �h�v�� H�v�� �	� ��� L�v�� �	� ��� �� U�v�	����

where h�v� is a p�� column vector� �H�v� �� �h�v�� H�v�	 � ��hij�v�� is the p�p Hankel
matrix

�hij�v� �� vi�j�������

�L�v� �� ��� L	 � ��lij�v�� is the p� p lower triangular matrix

�lij�v� ��

�
vi�j��� if � � j � i�
�� otherwise�

����

and U�v� � �uij�v�� is the p� �n� p� triangular matrix

uij�v� ��

�
vp�i�j�� if i� j � n � p� ��
� otherwise�

����

We note that the last row of N�v� is identically zero when n is odd and v is skew�
symmetric� The rows of N�u� and N�v� will be used to construct a larger matrix�

Suppose

T �r�u � ��u�

T �r�v � ��v�����

Then the vector r must be such that the linear equations

N�u��r� ��w� � ��

N�v��r� ��w� � �����

are satis
ed� If we write

x �� �r� � ��� r�� ��� r�� � � �rn	
T �����

then the system ���� is equivalent to

�M�u� v�x � ������

�



where �M�u� v� is the ��p�� �n� �� matrix de
ned by

�M �u� v� ��

�
� h�u� H�u� � L�u� U�u�

h�v� � H�v� � L�v� U�v�

�
�����

Given symmetric or skew�symmetric vectors u and v� a solution to ���� can be
used to construct a Toeplitz matrix in the following way�

Lemma ���� Suppose �x�� x�� � � � � xn	
T is a solution to ����� For arbitrary real

numbers �� and �� de�ne

r� �� �x� � ���

ri �� �xi� for i � �� � � � � n����

and

�� �� ��x� � x�� � �������

Then u and v are eigenvectors of the Toeplitz matrix T �r�� In other words� S�u��S�v�
is the direct sum of the subspace spanned by w and the subspace obtained by deleting
the �rst component from ker� �M��

On the other hand� suppose the two eigenvalues �� and �� are prescribed� Then
the equation ���� implies that the constant � in ���� must be

� �
�� � ��
x� � x�

�����

provided x� �� x�� We conclude� therefore�
Lemma ���� Suppose x is a non�trivial solution of ���� satisfying x� �� x�� Then

corresponding to the direction of x� there is a unique solution to Problem � when
k � ��

The question now is to determine the null space of �M�u� v�� It is convenient to
use the abbreviated notation �M � �M�u� v�� It turns out that the dimension depends
upon whether n is even or odd and whether the two eigenvectors are symmetric or
skew�symmetric� In any case� we shall show that �M has a non�trivial null space� It is
most interesting to note that the dimension does not depend upon the size of n� We
discuss the di�erent cases as follows�

Case �� n is odd and both eigenvectors are symmetric�

When n is odd� the Hankel matrix �H�v� for a symmetric vector v takes the special
form�

�H�v� �

�
�������

v� v� � � � vp�� vp
v� v� vp vp��
���

���
vp�� vp � � � v� v�
vp vp�� � � � v� v�

�
�������
�����

The corresponding U�v� becomes

U�v� � EL�v� �

�
�������

vp�� vp�� � � � v� v�
vp�� � � � v� �
���

���
v� � � � � �
� � � � �

�
�������
�����

�



It is useful to illustrate the basic structure of �M with a simple example when both u
and v are symmetric� When n � �� we have

�M �

�
��������

� u� u� u� u� u�
� u� u� � u� u� u� �
� u� �u� � u� � �
v� � v� v� v� v�
v� � v� � v� v� v� �
v� � �v� �v� � �

�
��������
�����

The matrix �M in general is a square matrix of order n � �� The determinant of
�M is an algebraic expression involving independent variables v�� � � � � vp� u�� � � � � up� It
would not be too surprising if det� �M� �� � for generic u and v �See the Appendix��
Nevertheless� under the additional condition that u and v are perpendicular to each
other� we will show by elementary row operations that �M is in fact rank de
cient�

For any symmetric vector v� let the p�p upper triangular matrix G�v� be de
ned
by

G�v� ��

�
�������

�v� �v� � � � �vp�� vp
� �v� �vp�� vp��
��� �

� ��
���

���
� �v� v�
� � � � v�

�
�������
�����

We also de
ne the �p� �p matrix

�G � �G�u� v� ��

�
I �

�G�v� G�u�

�
�����

which in fact is the accumulation of a sequence of elementary row operations� We
remark here that the ordering of u and v is immaterial� If u� � �� then the roles of u
and v may as well be switched� The extremely rare case when both u� � v� � � can
be reduced to a lower dimensional problem� Without loss of generality� therefore� we
may assume u� �� � and� hence� the matrix �G�u� v� is a non�singular matrix� It follows
that the product �W �� �G �M has the same rank as �M �

We claim that
Lemma ���� Suppose that n is odd and that the two symmetric vectors u and v

are orthogonal� Then the matrix �W is rank de�cient� In fact�

p� � � rank� �W� � n�����

Proof� The proof is tedious but straightforward� For i � �� � � � � p� the ith compo�
nent of G�u�h�v� is given by

�
p�iX
s��

t�s�i��

usvt � up�i��vp�����

�



The 
rst component is trivially seen to be

�
p��X
s��

usvs � upvp����

which is zero because u and v are perpendicular to each other� For the same reason�
the 
rst component of �G�v�h�u� is zero�

The product G�u�U�v� has the same triangular structure as U�v�� On the other
hand� the �i� j�th component of G�u�U�v� with i� j � p is given by

�
X

s�t�p�i�j��
usvt�����

It is important to note that the summation ���� is a symmetric function of u and v�
It follows that the p� �n� p� block

� G�v�U�u� � G�u�U�v�����

is identically zero�
For i � �� � � � � p and j � �� � � � � p� �� the �i� j�th component of G�u�H�v� is given

by

�
p�i�j��X

s��
t�s�i�j��

usvt � �
p�iX

s�p�i�j��
t�s��p�i�j��

usvt � up�i��vp�j �����

if j � p� i� �� or

�
p�iX
s��

t�s��p�i�j��

usvt � up�i��vp�j �����

if j � p� i� �� The �i� j�th component of G�u�L�v� is given by

�
p�iX
s��

t�s�i�j��

usvt � up�i��vp�j �����

if j � i� �� or

�
p�iX

s�j�i��
t�s�i�j��

usvt � up�i��vp�j �����

if j � i��� Using ���� and ����� it follows that the ��� j�th component of G�u��H�v��
L�v�� is given by

�
p�jX
s��

t�s�j

usvt � �
p��X

s�p�j��
t�s��p�j

usvt � �
p�jX
t��

s�t�j

usvt�����

�



The 
rst and the last summations in ���� are symmetric to each other� The second
summation in ���� is a symmetric function of u and v� Over all� ���� is a sym�
metric function of u and v which will be completely canceled by its counterpart in
�G�v��H�u� � L�u���

By now we have proved that the �p� ��th row of �W is identically zero� If follows
that the null space of �M is at least of dimension one�

Using ����� ���� and ����� it is further observed that the �i� p� ��th component of
G�u��H�v�� L�v�� is given by

�
pX

s��
t�s�p���i

usvt����

which� once again� is a symmetric function of u and v� and will be completely canceled
by its counterpart in �G�v��H�u�� L�u��� The zero structure of �W clearly indicates
that ���� is true�

The following example for the case n � � illustrates the typical structure of �W �

�W �

�
��������

� u� u� u� u� u�
� u� u� � u� u� u� �
� u� �u� �u� � �
� � � � � �

�v�u��v�u� ��v�u��v�u� �v�u���v� u� � � �
v� u� �v� u� � v�u���v�u� � � �

�
��������
�����

Let W denote the lower left �p� ��� p submatrix of �W � That is� W is the matrix
obtained by deleting the 
rst row and the last column of

�G�u�h�v���G�v�h�u���G�v��H�u�� L�u�� � G�u��H�v�� L�v��	 �����

The rank of �W can be less than n if and only if W is rank de
cient� which will
be true if and only if values of ui and vi are such that det�WWT � � �� We note
that det�WWT � is a polynomial in the independent variables ui and vi� We note
also that det�WWT � is not identically zero �See the Appendix for a proof�� Thus
rank� �W� � n if and only if ui and vi come from a codimension one surface� We
conclude� therefore� that for almost all u and v satisfying uT v � � the matrix �W is of
rank n� Unfortunately� even for the case n � � �see ������ it is fairly complicated to
express the rank de
ciency of W in terms of components of u and v� At present we
cannot provide a further characterization of the set where W is rank de
cient� Given
the fact that the orthogonality of u and v has already been used to prove the rank
de
ciency of �W � it is conceivably true that the orthogonality condition cannot be used
again to reduce the rank of W �

In conclusion� we have proved the following theorem�
Theorem ���� Suppose that n is odd and that u and v are two symmetric vectors

satisfying uT v � �� Then
�� The dimension of S�u�� S�v� is at least two�
�� For almost all u and v� the dimension of S�u�� S�v� is exactly two�
	� For almost all u and v and for any values of �� and ��� there exists a unique

symmetric Toeplitz matrix T satisfying Tu � ��u and Tv � ��v�

�



Case �� n is odd and both eigenvectors are skew�symmetric�

When n is odd� the Hankel matrix �H�v� for a skew�symmetric vector v takes the
form�

�H�v� �

�
�������

v� v� � � � vp�� �
v� v� � �vp��
���

���
vp�� � � � � �v� �v�
� �vp�� � � � �v� �v�

�
�������
�����

The corresponding U�v� becomes

U�v� � �EL�v� �

�
�������

�vp�� �vp�� � � � �v� �v�
�vp�� � � � �v� �

���
���

�v� � � � � �
� � � � � �

�
�������
�����

It follows that the last row of N�v� is identically zero� For the equation ����� it is now
obvious that the kernel of �M is of dimension at least two� In fact� we show that

Lemma ���� Suppose that n is odd and that the skew�symmetric vectors u and v
are perpendicular� Then

p � rank� �W� � n � ������

Indeed� for almost all u and v� rank� �W� � n � ��
Proof� The proof is very similar to that of Lemma ���� So we simply outline

a recipe for constructing the transformation matrix that does the elimination� The
details of justi
cation are omitted�

It suces to consider the ��p���� �n��� submatrix �M obtained by deleting the
pth and the �pth rows of �M � For a skew�symmetric vector v� de
ne the �p�����p���
matrix G�v� by

G�v� ��

�
�������

�v� �v� � � � �vp�� �vp��
� v� vp�� vp��
��� �

�� �
���

���
� v� v�
� � � � v�

�
�������
�����

Then construct the ��p� ��� ��p� �� transformation matrix �G�u� v� in the same way
as is de
ned in ����� It can be proved now that the pth row of the product �W �� �G �M
is identically zero� Furthermore� the lower right �p� ��� �p � �� submatrix of �W is
also identically zero� The assertion follows from these observations�

As an example� for n � �� the matrix �M takes the form

�M �

�
����

� u� u� � �u� �u�
� u� u� �u� �u� �
v� � v� � �v� �v�
v� � v� �v� �v� �

�
��������

	



and after the transformation the matrix �W looks like

�W �

�
����

� u� u� � �u� �u�
� u� u� �u� �u� �

�v�u� � v�u� v�u� � v�u� � � � �
u�v� �v�u� � v�u� � u�v� � �

�
���� �����

The third row of �W is identically zero because uT v � ��
We conclude this case by the following theorem�
Theorem ���� Suppose that n � � is odd and that u and v are two skew�

symmetric vectors satisfying uT v � �� Then
�� The dimension of S�u�� S�v� is at least four�
�� For almost all u and v� the dimension of S�u�� S�v� is exactly four�
	� For almost all u and v and for any values of �� and ��� the symmetric Toeplitz

matrices T satisfying Tu � ��u and Tv � ��v form a ��dimensional manifold�
Proof� By Lemma ���� the dimension of ker� �W � is almost always three� The 
rst

two assertions then follow from Lemma ���� The last assertion follows from Lemma ����

Case �� n is odd� one eigenvector is symmetric and the other is skew�

symmetric�

A symmetric vector is always orthogonal to a skew�symmetric vector regardless
of what the values of the components are� Thus� unlike the previous two cases� the
orthogonality condition uTv � � no longer helps to reduce the rank of �M � As �M does
contain an identically zero row� we should have the same conclusion as in Theorem ����
That is�

Theorem ���� Suppose that n is odd and that u and v are symmetric and skew�
symmetric vectors� respectively� Then

�� The dimension of S�u�� S�v� is at least two�
�� For almost all u and v� the dimension of S�u�� S�v� is exactly two�
	� For almost all u and v and for any values of �� and ��� there exists a unique

symmetric Toeplitz matrix T satisfying Tu � ��u and Tv � ��v�
Case �� n is even and both eigenvectors are symmetric�

When n is even� the Hankel matrix �H�v� for a symmetric vector v takes the special
form�

�H�v� �

�
�������

v� v� � � � vp�� vp
v� v� vp vp
���

���
vp�� vp � � � v� v�
vp vp � � � v� v�

�
�������
�����

Once again� we de
ne

G�v� ��

�
�������

v� v� � � � vp�� vp
� v� vp�� vp��
��� �

� ��
���

���
� v� v�
� � � � v�

�
�������

����

�




and construct �G�u� v� according to ����� If the two symmetric vectors u and v are
orthogonal� then it can be shown that the rank of the n � �n� �� matrix �W �� �G �M
satis
es

p� � � rank� �W � � n� �����

and for almost all u and v� the dimension of ker� �M� is exactly two� So we have
Theorem ��	� Suppose that n is even and that u and v are two symmetric vectors

satisfying uT v � �� Then
�� The dimension of S�u�� S�v� is at least three�
�� For almost all u and v� the dimension of S�u�� S�v� is exactly three�
	� For almost all u and v and for any values of �� and ��� the symmetric Toeplitz

matrices T satisfying Tu � ��u and Tv � ��v form a ��dimensional manifold�
Case �� n is even and both eigenvectors are skew�symmetric�

When n is even� the Hankel matrix �H�v� for a skew�symmetric vector v takes the
special form�

�H�v� �

�
�������

v� v� � � � vp�� vp
v� v� vp �vp
���

���
vp�� vp � � � �v� �v�
vp �vp � � � �v� �v�

�
�������
�����

To construct the transformation matrix �G�u� v�� the matrix G�v� for a skew�symmetric
vector v is de
ned in exactly the same way as ����� The conclusion is as follows�

Theorem ���
� Suppose that n is even and that u and v are two skew�symmetric
vectors satisfying uTv � �� Then

�� The dimension of S�u�� S�v� is at least three�
�� For almost all u and v� the dimension of S�u�� S�v� is exactly three�
	� For almost all u and v and for any values of �� and ��� the symmetric Toeplitz

matrices T satisfying Tu � ��u and Tv � ��v form a ��dimensional manifold�
Case �� n is even� one eigenvector is symmetric and the other is skew�

symmetric�

Just like Case �� the orthogonality condition does not help to reduce the rank of
�M � The n� �n� �� matrix �M in general is of full rank� The conclusion� therefore� is
similar to Theorem ����

Theorem ����� Suppose that n is even and that u and v are symmetric and
skew�symmetric vectors� respectively� Then

�� The dimension of S�u�� S�v� is at least two�
�� For almost all u and v� the dimension of S�u�� S�v� is exactly two�
	� For almost all u and v and for any values of �� and ��� there exists a unique

symmetric Toeplitz matrix T satisfying Tu � ��u and Tv � ��v�

��



�� Conclusion�

We have shown by symbolic computation that the dimension of the subspace
S�u�� S�v� of Toeplitz matrices with two generically prescribed eigenvectors u and v
is independent of the size of the problem� We have further shown that the dimension
is either two� three or four� depending upon whether the eigenvectors are symmetric
or skew�symmetric� All the cases are justi
ed to the extent that the transformation
matrices that result in the desired elimination are fully described in terms of the
components of u and v� Only one proof �Lemma ���� is detailed� but the rest can be
done in a very similar way�

Our result extends that in ��	 where only one eigenvector is prescribed� On the
other hand� our discovery that the dimension is independent of the size of the problem
is quite a surprising and remarkable fact�

We also have studied the inverse problem of constructing a Toeplitz matrix from
two prescribed eigenpairs� We have shown that in almost every direction of ker� �M��
there is one and only one Toeplitz matrix with the prescribed eigenpairs� In particular�
it is shown that if n is odd and if at least one of the given eigenvectors is symmetric�
or if n is even and one eigenvector is symmetric and the other is skew�symmetric� then
the Toeplitz matrix is unique�

��



�� Appendix�

In the proof of Theorem ��� we need to show that det�WWT � is not identically
zero� This can be done by simply showing that det�WWT � �� � for a certain u and v�
In particular� choose

ui �

�
�� if i � ��
�� if � � i � p�

vi �

�
�� if i � p�
�� if � � i � p�

Then it is easy to see that the �p� ��� p submatrix W is given by

�
�����������

� � � � � � � � � �
� � � � � � � � � �
� � � � � � �
���

���
���

���
� � � � �
� � � � � � � � �
� � � � � � � � � �

�
�����������
�

Obviously W is of full rank p� ��
With the same choice of u and v� it is also easy to see that

x �
h
���

p
��� �� � � � � ��

p
��
iT

is a solution to ����� Speci
cally� we have proved that x� cannot be identical to x� for
all u and v�

Similar arguments can be deduced for the proof of other cases�

��
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