Solving Triangular Systems

o A matrix L = [{;;] is lower triangular if {;; = 0 whenever i < j.

o If the diagonal elements ¢;; of L are nonzero, the L is nonsingular.

¢ The linear equation Lx = b where L is a nonsingular lower trian-
gular matrix can be solved by forward substitutions.

e Forward Substitution Algorithm can be sufficiently illustrated by the
case n = d.

by = lhx

by = Vloyxy + 0222,

bs = U311 + (3219 + (3313

by = lyxy + 042209 + 04325 + (4424

bs = ls1x1 + 052x9 + €533 + (54w, 5575

o The first equation involves x; only. So
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¢ Knowing z1, we can substitute it into the second equation and

solve to get
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¢ Substituting x; and x5 into the third equation and solving, we get
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¢ Continuing in this manner, we get the general idea of solving for
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¢ The total number of multiplications/divisions involved in the for-

ward substitution algorithm is 7, E;’:l = w Similarly,

there are a like number of additions/subtractions.

e An upper triangular system Uz = b can be solved by backward substi-
tutions.

e Suppose a square matrix A can be factorized into the form
A=LU (0.1)

where L is a lower triangular matrix and U is an upper triangular
matrix. Then we can write the linear equation Ax = b in the form
LUz = b. The system can be solved in two states:

1. First, we solve the lower triangular system
Ly =b.
2. Secondly, we solve the upper triangular system
Uz =y,
where y is obtained from the first state.

The overall cost, given the LU factorization, is O(n?). This is the main
idea of Gaussian Elimination Method. It remains to see how the LU
decomposition can be done.



