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QR Decomposition

� The QR decomposition is perhaps the most important algorithmic idea
in numerical linear algebra�

� Suppose A � Rm�n� m � n� and suppose rank �A� � n �i�e��
suppose A has linearly independent columns��

� The matrix A can always be decomposed as the product

A � QR� �����

where Q � Rm�m is an orthogonal matrix �i�e�� QTQ � Im�� and

R � Rm�n is a matrix of the form R �

�
R�

�

�
with R� � Rn�n

an upper triangular matrix�

� Because of the zeros at the lower part of R� the decomposition
can be simpli�ed as

A � Q�R� ���	�

where Q� � Rm�n is made of the �rst n columns of Q and
satis�es QT

�
Q� � In �but it is not orthogonal�� This is called

the reduced QR factorization of A�

� Suppose A � QR� Then the system Ax � b can be solved from the
triangular system Rx � QT b� This is an excellent method for solving
linear systems� but it is not the standard method for such problems�

� Gaussian elimination requires only half as many numerical oper

ations in the QR decomposition�

� The QR decomposition can also be used in solving least squares prob

lems and eigenvalue problems�



	

Gram�Schmidt Orthogonalization

� Given a set of linearly independent column vectors fv�� � � � � vng � Rm

�m � n�� these vectors span an n
dimensional vector subspace of Rm�
We could construct an orthonormal set of vectors fq�� � � � � qng that
spans the same subspace� The well
known Gram�Schmidt process pro

vides a recipe for accomplishing this�

� Set w� �� v��

� Set� in general� for j � 	� � � � � n

wj �� vj �
j��X
i��

hwi� vji

hwi� wii
wi�

� It is really to be veri�ed that hwi� wji � � for i �� j� and that
wj �� ��

� If we de�ne qj ��
wj

kwjk�
� then hqi� qji � �ij�

� The above relationship may be rewritten as

v� � w��

vj � wj 
j��X
i��

hwi� vji

hwi� wii
wi�

� In matrix form� we may record the above relationship as

�v�� � � � � vn�

� �w�� � � � � wj� � � � � wn�

�
���������

� hw��v�i
hwi�w�i

hw��v�i
hw��w�i

� � hw��v��

hw��w�i

� � �
���

���
� � �

� � � � � � �

�
���������
�

That is� V � W �R�



�

� Let D �� diag f �

kw�k
� � � � � �

kwnk
g denote the scaling factors�

� Then V � WDD�� �R � Q�R� where Q� �� WD and R� �� D�� �R�

� For our consideration� identify the matrix V as our original matrix A�

� The Gram
Schmidt process o�ers a numerical procedure to com

pute the QR decomposition�

� In practice� the sequence of Gram
Schmidt calculations turns to
be numerically unstable� Fortunately� there are better way�

� The insight we obtained from the Gram
Schmidt process is that
the columns of A and columns of Q generate the same range space�


