Least Squares Problems

e Data fitting (or parameter estimation) is an important technique used
for modeling in many areas of disciplines.

o Assuming a physical phenomenon is modeled by a relationship

y=f(z;21,...,2p). (0.1)

> fis a prescribed function determined up to values of zy, ..., x,.
> z is the control variable.
> y is the expected response to z.
o After m experiments (m > n), we have collected m observed quan-
tities (z;,4:),i=1,...,m.

> Due to measurement errors (called noise), (z;,y;) may not
satisfy (0.1) exactly.

> Seek to adjust the parameters xi,...,x, so that the expres-
sion
m
g(xy, .. 1) = Z Ny — fziszy, ... z0)|? (0.2)
i=1

is minimized.
¢ When the norm used in (0.2) is either the 2—norm or the Frobenius
norm, we say we have a least squares problem .

e An example: Polynomial least squares fitting.

o Suppose the function f in (0.1) is an (n — 1)-th degree polynomial
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f(zixy, .. ) =22" 7 4+ o+ Ty 12 + Xy (0.3)



o The data fitting problem is to solve the system

2’71171 271172 Loe2 1 T U1
A T Yo
= : (0.4)
fol ngl Zm 1 Tn Ym
for the coefficients (z1,...,x,).

o The system (0.4) is overdetermined, so generally there is no solu-
tion.

¢ Instead, we consider the linear least squares problem

min ||Az — b|3 (0.5)
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where A € R™*", b € R™ are known quantities.

e A solution through the QR decomposition.

¢ There exist an orthogonal matrix ) € R™*™ and R = €

R™"with R, upper triangular such that
QTA=R.

o Recall that orthogonal transformations leave the norm ||z|| of a
vector  invariant (||[Vz||s = V2T VTV = ||z||2).

o Denoting Q"b := [hT hI]", then
Az — b3 = Q" (Az —b)II3
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o ||Az — bl|2 is minimized if = is chosen so that

Rl.'L' == hl. (06)



